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MIGUEL A. LERMA

Abstract. This is a preliminary report about a work that is still
in progress. We begin with a brief introduction to some extremal
functions in Fourier analysis, such as Beurling’s and Selberg’s, and
others obtained from solving certain problems of interpolation of
given functions at points of the form n+δ for some fix − 1

2 < δ ≤ 1
2 .

Then we present some new results and conjectures.

1. Introduction

One subject of interest in the theory of uniform distribution modulo
one is the estimation of the discrepancy of a sequence x1, x2, . . . , xM by
an expression depending on trigonometric sums of the form

∑M
m=1 e

2πinxm.
The discrepancy gives a measure of how much a given sequence gets
apart from uniform distribution, and is defined as follows:

∆∗(x1, . . . , xM) = ∆∗
M = sup

s<t<s+1

∣∣∣∣∣
M∑

m=1

χs,t(xm)−M(t− s)

∣∣∣∣∣(1.1)

where

χs,t(x) =




1 if s < x− n < t for some n ∈ Z

1
2

if s− x ∈ Z or t− x ∈ Z

0 otherwise

(1.2)

It is interesting to note that an estimation of the discrepancy could
have practical applications, such as the estimation of the error of algo-
rithms for numerical integration, particularly those based in computing
means of values of the integrand at points of the interval of integration.
This is accomplished by the Koksma’s inequality: Let f be a function
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2 MIGUEL A. LERMA

on the interval [0, 1] of bounded variation V (f), and suppose we are
given M points in [0, 1] with discrepancy ∆∗

M . Then:∣∣∣∣∣
M∑

n=1

f(xn)−M

∫ 1

0

f(t) dt

∣∣∣∣∣ ≤ V (f) ∆∗
M(1.3)

One well known upper bound for the discrepancy is given by the
Erdös-Turán inequality ([1]), which has the form

∆∗
M ≤ c1

M

N
+ c2

N∑
n=1

1

n

∣∣∣∣∣
M∑

m=1

e2πinxm

∣∣∣∣∣(1.4)

Where c1 and c2 are positive constants and N is an integer that can be
chosen so as to minimize the right hand side of (1.4).

That result has been refined by Vaaler ([4]), using a slightly different
definition for the discrepancy:

∆(x1, . . . , xM) = ∆M = sup
y∈R

∣∣∣∣∣
M∑

m=1

ψ(y − xm)

∣∣∣∣∣(1.5)

where

ψ(x) =

{
x− [x]− 1

2
if x 6∈ Z

0 if x ∈ Z
(1.6)

It can be verified that ∆M ≤ ∆∗
M ≤ 2∆M , so both discrepancies

differ insignificantly.

The refinement was made by using some extremal functions, as dis-
cussed in [3]. A short exposition of the main results follows.

2. Some Extremal Functions in Fourier Analysis

In the late 1930’s A. Beurling observed that the entire function

B(z) =

(
sin πz

π

)2
{ ∞∑

n=0

1

(z − n)2
−

−1∑
n=−∞

1

(z − n)2
+

2

z

}(2.1)

satisfies the following properties:

1. Is entire of exponential type 2π.
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Figure 1. The function ψ(x)

2. Majorizes sgn(x) (the sign of x) along the real axis:

sgn(x) ≤ B(x) for every x ∈ R

3. Verifies: ∫ ∞

−∞
{B(x)− sgn(x) } dx = 1(2.2)

4. Is extremal, in the sense that among all functions satisfying 1 and
2, it is the one that minimizes integral (2.2) in 3.

In 1974 Selberg used Beurling’s function B(z) to obtain a sharp form
of the large sieve inequality. He also noted that the function

CE =
1

2
{B(β − z) + B(z − α)}(2.3)

majorizes the characteristic function χE of the interval E = [α, β] (see
[2]):

χE(x) =
1

2
{sgn(β − z) + sgn(z − α)} ≤ CE(x)(2.4)

Beurling’s function is a particular case of a more general class of
functions. If F (z) is an entire function of exponential type 2π, bounded
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Figure 2. Beurling’s function B(x) majorizing sgn(x)
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Figure 3. Selberg’s function C(x) majorizing an interval



SOME APPLICATIONS OF EXTREMAL FUNCTIONS IN FOURIER ANALYSIS5

on R, and odd, then it can be represented by the interpolation formula:

F (z) =

(
sin πz

π

)2
{ ∞∑

n=−∞

F (n)

(z − n)2
+

∞∑
n=−∞

F ′(n)

z − n

}
(2.5)

So, by giving suitable values to the numerators of the terms of that
series it is possible to “force” F and its derivative to take prescribed
values at the integers.

Note that B(z) can be interpreted as a function that majorizes
sgn(x), and interpolates that function and its derivative at the non
zero integers, i.e., B(n) = sgn(n) and B′(n) = sgn′(n) = 0 for every
n ∈ Z \ {0}. Since we are interested in a majorizing function, B(0)
must be 1. On the other hand sgn(x) has no derivative at zero, so
B′(0) can be left as a parameter to be determined later. It turns out
that the “right” value for B′(0) is precisely 2.

Modifying the definition of B(z) by giving it a value of zero at zero
yields a slightly different (and more symmetric) function (note that
sgn(0) = 0):

H(z) =

(
sin πz

π

)2
{ ∞∑

n=−∞

sgn(n)

(z − n)2
+

2

z

}
(2.6)

Now H(z) interpolates sgn(x) at the integers and its derivative at
the non zero integers, but it is not a majorizing function of sgn(x) any
more. However we recover B(z) just by adding the following function:

K(z) =

(
sin πz

πz

)2

(2.7)

i.e.:

B(z) = H(z) + K(z)(2.8)

By subtracting K(z) from H(z) we get

−B(−z) = H(z) − K(z)(2.9)

which has the property of minorizing sgn(x) along the real axis:

−B(−x) ≤ sgn(x) for every x ∈ R(2.10)

The facts thatB(z) is an extremal function in the sense of minimizing
integral (2.2), and is also an interpolating function for sgn(x) at the
integers, are connected. In fact, if F (z) is some other function with the
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same properties 1 and 2 as B(z), writing D(x) = F (x) − sgn(x) and
using the Poisson summation formula we get:

∞∑
l=−∞

D(x+ l) =

∞∑
m=−∞

D̂(m) e2πimx(2.11)

where

D̂(t) =

∫ ∞

−∞
D(x) e−2πitx dx(2.12)

is the Fourier transform of D(x).

It can be proven that the Fourier transform of F ′(x) is supported

in [−1, 1], and this implies that for |t| ≥ 1, D̂(t) equals the Fourier
transform of B(x)− sgn(x), which is − 1

πit
(for |t| ≥ 1), hence:

∞∑
l=−∞

D(x+ l) = D̂(0) −
∞∑

m=−∞
m6=0

1

πim
e2πimx = D̂(0) + 2ψ(x)

(2.13)

where ψ(x) is the function defined in (1.6). Note that ψ(0+) = −1
2
,

hence:
∞∑

l=−∞
D(l+) = D̂(0) − 1(2.14)

Since D(x) is non negative, we get that:∫ ∞

−∞
D(x) dx = D̂(0) ≥ 1(2.15)

so that B is in fact extremal. Furthermore, if we want F to be extremal,
then we need D̂(0) = 1, but this implies:

∞∑
l=−∞

D(l+) = 0(2.16)

so that D(l+) = 0, i.e., F (l+) = sgn(l+) for every integer l. Since
F (x) ≥ sgn(x), also F ′(l) = 0 for every non zero integer l (the deriv-
ative at zero can be determined by a slightly more refined argument).
Hence F is an interpolating function for sgn(x) at the integers. Actu-
ally, by using the expansion (2.5) we get that F is precisely B, i.e., B
is the only function verifying properties 1–3.

A couple of examples of application of the properties of B are shown
next.
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Theorem 2.1 (Montgomery and Vaughan). Let λ1, λ2, . . . , λN be real
numbers satisfying |λm − λn| ≥ δ > 0 whenever m 6= n, and let
a(1), . . . , a(N) be arbitrary complex numbers. Then∣∣∣∣∣∣∣∣

N∑
m=1

N∑
n=1

m6=n

a(m) a(n)

λm − λn

∣∣∣∣∣∣∣∣
≤ π

δ

N∑
n=1

|a(n)|2(2.17)

Proof. We may assume δ = 1. The idea of the proof is to use D(x) =

B(x)− sgn(x), which we know is non negative, and D̂(0) = 1, D̂(t) =
− 1

πit
for |t| ≥ 1. Then we use

0 ≤
∫ ∞

−∞
D(x)

∣∣∣∣∣
N∑

n=1

a(n) e−2πiλn x

∣∣∣∣∣
2

=

N∑
m=1

N∑
n=1

a(m) a(n) D̂(λm − λn)

= D̂(0)

N∑
n=1

|a(n)|2 +

N∑
m=1

N∑
n=1

m6=n

a(m) a(n) D̂(λm − λn)

(2.18)

By putting the terms with m = n at one side of the inequality and
those with m 6= n at the other side we get:

N∑
m=1

N∑
n=1

m6=n

a(m) a(n)

i (λm − λn)
≤ π

N∑
n=1

|a(n)|2(2.19)

By using −B(−x) − sgn(x) instead of B(x) − sgn(x), we get the
inequality reversed and a factor of −1 in the right side. From here the
result follows.

Theorem 2.2 (Erdös-Turán inequality). If x1, x2, . . . , xM are real num-
bers and N a positive integer, then

∆M ≤ M

2N
+

{
1 +

1

π

} N∑
n=1

1

n

∣∣∣∣∣
M∑

m=1

e2πinxm

∣∣∣∣∣(2.20)

Hence the Erdös-Turán inequality (1.4) holds with c1 = 1
2

and c2 =
1 + 1

π
.
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3. A majorizing extremal function for the logarithm

A way to study a sequence x1, x2, . . . modulo 1 is by looking at the
sequence e2πixm on the unit circle. An analogous of the concept of “dis-
crepancy” of M points x1, x2, . . . , xM can be obtained by considering
the following expression:

ΓM =
1

π
log sup

y∈R

∣∣∣∣∣
M∏

m=1

(e2πiy − e2πixn)

∣∣∣∣∣ = sup
y∈R

M∑
m=1

ϕ(y − xm)(3.1)

where

ϕ(x) =

{
1
π

log |2 sin πx| if x ∈ R \ Z

−∞ if x ∈ Z
(3.2)

-0.4

-0.2

0

0.2

0.4

-2 -1 0 1 2
x

Figure 6. The function ϕ(x)

Note the similarity with the definition (1.5) of the discrepancy ∆M .
Also note that ψ and ϕ are (Fourier) conjugate functions, as can be
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deduced from their Fourier expansions1:

ψ̂(n) =

{
− 1

2πin
if n 6= 0

0 if n = 0
(3.3)

and

ϕ̂(n) =

{
− 1

2π|n| if n 6= 0

0 if n = 0
(3.4)

so that

ψ(x) = −1

π

∞∑
n=1

1

n
sin(2πnx)(3.5)

and

ϕ(x) = −1

π

∞∑
n=1

1

n
cos(2πnx)(3.6)

Another interesting remark is that ΓM can be interpreted as 1
π

times
the supremum in the unit disk of the absolute value of a polynomial
whose roots lie all on the unit circle:

ΓM = Γ(x1, x2, . . . , xM) =
1

π
sup {|PM(z)| : |z| ≤ 1}(3.7)

where

PM(z) =
M∏

m=1

(z − e2πixm)(3.8)

Recall that ψ(x) appeared naturally in 2.13 after applying the Pois-
son summation formula to

∑∞
l=−∞ {B(x+l)−sgn(x+l)}. This justifies

to pose an analogous problem for the the conjugate function of sgn(x),
namely 2

π
log |x|. If we get an entire function F (z) of exponential type

2π that majorizes log |x| along the real axis and proceed analogously
to the Beurling’s function, then we get:

∞∑
l=−∞

D(x+ l) = D̂(0) +
∞∑

m=−∞
m6=0

1

2|m| e
2πimx = D̂(0)− π ϕ(x)

(3.9)

now with D(x) = F (x)− log |x|. Since D(x) ≥ 0 then

D̂(0) ≥ π ϕ(x)(3.10)

1See [5] for the relation between Fourier and harmonic conjugate functions.



SOME APPLICATIONS OF EXTREMAL FUNCTIONS IN FOURIER ANALYSIS11

The maximum of ϕ(x) is 1
π

log 2, attained at n + 1/2 (n ∈ Z). If we
want F to be extremal in the same sense as the Beurling’s function,
then: ∫ ∞

−∞
D(x) dx = D̂(0) = log 2(3.11)

which implies D(1
2

+ l) = 0 for every l ∈ Z. This implies that F (x)
must interpolate log |x| and its derivative at the integers plus a half, so
its expansion must be:

F (z) =
(cosπz

π

)2
{ ∞∑

n=−∞

log |n + 1
2
|

(z − (n+ 1
2
))2

+

∞∑
n=−∞

1
n+ 1

2

z − (n + 1
2
)

}(3.12)
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Figure 7. Function F (x) majorizing log(|x|)

It turns out that this function is in fact a majorizing function for
log |x|:

log |x| ≤ F (x) for every x ∈ R(3.13)

From here analogous results to those obtained with the Beurling’s
function follow:
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Theorem 3.1 (Analogous of Montgomery and Vaughan’s inequality).
Let λ1, λ2, . . . , λN be real numbers satisfying |λm−λn| ≥ δ > 0 whenever
m 6= n, and let a(1), . . . , a(N) be arbitrary complex numbers. Then

−2 log 2

δ

N∑
n=1

|a(n)|2 ≤
N∑

m=1

N∑
n=1

m6=n

a(m) a(n)

|λm − λn|(3.14)

Proof. The proof is similar to that of theorem 2.1, but using D(x) =
F (x)− log |x| instead of B(x)− sgn(x).

It can be proven that the constant 2 log 2 is best possible. Note that
we only get a lower bound, since the form in the right hand side is
known to be unbounded above.

Theorem 3.2 (Erdös-Turán-type inequality). If x1, x2, . . . , xM are real
numbers and N a positive integer, then

ΓM ≤ M log 2

π (N + 1)
+

1

π

N∑
n=1

1

n

∣∣∣∣∣
M∑

m=1

e2πinxm

∣∣∣∣∣(3.15)

Proof. This result can be obtained by applying the Poisson summation
formula to the following expression, where D(x) = F (x)− log |x| (≥ 0):

(3.16)

∞∑
l=−∞

D((N + 1) (x+ l)) =
1

N + 1

∞∑
n=−∞

D̂(
n

N + 1
) e2πinx

=
log 2

N + 1
−

N∑
n=1

{
1

n
− 2 D̂( n

N+1
)

N + 1

}
cos 2πnx − π ϕ(x)

From here we get the following bound for ϕ(x):

ϕ(x) ≤ log 2

π (N + 1)
− 1

π

N∑
n=1

{
1

n
− 2 D̂( n

N+1
)

N + 1

}
cos 2πnx(3.17)

Writing the definition of ΓM , using

−
M∑

m=1

cos 2πn(y − xm) ≤
∣∣∣∣∣

M∑
m=1

e2πin(y−xm)

∣∣∣∣∣ =

∣∣∣∣∣
M∑

m=1

e2πinxm

∣∣∣∣∣
(3.18)

and taking into account that 0 ≤ D̂(t) ≤ 1
2|t| , we get the announced

result.
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4. Future work

Remark: Some results in this section, in spite of having some evidence
in their support, are still pendent for rigurous proof.

4.1. Generalization of the majorizing function for log |x|. A
small variation of the problems studied above would be to substitute
log |x| with 1

2
log(w2+x2) (w > 0). Note that log |x| = limw→0+

1
2

log(w2+
x2). Then equation 3.9 becomes:

∞∑
l=−∞

D(x+ l) = D̂(0) +
∞∑

m=−∞
m6=0

e−2πw|m|

2|m| e2πimx = D̂(0)− π ϕw(x)

(4.1)

where

ϕw(x) = −w +
1

2π
log(2 cosh 2πw − 2 cos 2πx)

=
1

π
log

∣∣ e2πix − e−2πw
∣∣(4.2)
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x

Figure 8. The function ϕw(x) for several values of w
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That function becomes ϕ(x) for w → 0+, but has some extra proper-
ties of interest. It is periodic of period 2π and has maxima and minima
respectively at the points of the form n + 1

2
and n for n ∈ Z, where it

takes the values:

ϕw(n+ 1
2
) =

1

π
log

(
1 + e−2πw

)
ϕw(n) =

1

π
log

(
1− e−2πw

)(4.3)

Reasoning as in the previous section we have that the following is
a good candidate for an entire function of exponential type 2π that
majorizes 1

2
log(w2 +x2) and is extremal in the sense of minimizing the

L1 norm of F+
w (x)− 1

2
log(w2 + x2):

(4.4) F+
w (z) =

(cosπz

π

)2




∞∑
n=−∞

1
2

log{w2 + (n+ 1
2
)2}

(z − (n+ 1
2
))2

+

∞∑
n=−∞

n+ 1
2

w2+(n+ 1
2
)2

z − (n+ 1
2
)
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Figure 9. Function F+
w (x) majorizing 1

2
log(w2 + x2)

However now we also have a candidate for a minorizing extremal
function, which will result from interpolating at the integers instead of
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the integers plus a half:

F−
w (z) =

(
sin πz

π

)2
{ ∞∑

n=−∞

1
2

log{w2 + n2}
(z − n)2

+
∞∑

n=−∞

n
w2+n2

z − n

}(4.5)
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Figure 10. Function F−
w (x) minorizing 1

2
log(w2 + x2)

If we define D±
w(x) = F±

w (x)− 1
2

log(w2 + x2), then:

D̂+
w(0) = log

(
1 + e−2πw

)
D̂−

w(0) = log
(
1− e−2πw

)(4.6)

If it is confirmed that F−
w (x) ≤ 1

2
log(w2 + x2) ≤ F+

w (x) for every
x ∈ R, then several results would follow, such as:

Conjecture 4.1. Let λ1, λ2, . . . , λN be real numbers satisfying |λm −
λn| ≥ δ > 0 whenever m 6= n, and let a(1), . . . , a(N) be arbitrary
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complex numbers. Also let α be any positive real number. Then

(4.7) − 2

δ
log

(
1 + e−2παδ

) N∑
n=1

|a(n)|2

≤
N∑

m=1

N∑
n=1

m6=n

a(m) a(n)

|λm − λn| e
−2πα|λm−λn|

≤ −2

δ
log

(
1− e−2παδ

) N∑
n=1

|a(n)|2

In the proof for this result we will set w = α δ, use (4.6) and

D̂±
w(t) =

e−2πw|t|

2|t| for |t| ≥ 1(4.8)

and proceed as in the proof of theorem 2.1.

Note that this result becomes theorem 3.1 for α → 0+. Note also
that the upper bound tends to infinity.

4.2. Generalization of Beurling’s function. Note that 1
2

log(w2 +
x2) is just log |w + x i|, so its harmonic conjugate will be arg(w +
x i) = arctan x

w
. This function becomes π

2
sgn(x) for w → 0+. If

we substitute sgn(x) by 2
π

arctan x
w

and repeat the work done for the
Beurling’s function, we get:

∞∑
l=−∞

D(x+ l) = D̂(0) −
∞∑

m=−∞
m6=0

e−2πw|m|

πim
e2πimx = D̂(0) + 2ψw(x)

(4.9)

where

ψw(x) = −1

π
arctan

{
sin 2πx

e2πw − cos 2πx

}
(4.10)

The function ψw(x) becomes ψ(x) for w → 0+, but also has some
properties of interest. It is periodic of period 2π and has maxima and
minima respectively at the points of the form n − δw and n + δw for
n ∈ Z, where

δw =
1

2π
arccos

{
e−2πw

}
0 < δw <

1

2
(4.11)
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Figure 11. The function ψw(x) for several values of w

and it takes the values:

ψw(n± δw) = ∓1

π
arctan

{
(e4πw − 1)−

1
2

}
(4.12)

From here we get that the following function is a candidate for an en-
tire extremal function of exponential type 2π that majorizes 2

π
arctan x

w
along the real axis:

(4.13) B+
w (z) =(

sin π(z − δw)

π

)2
{ ∞∑

n=−∞

2
π

arctan n+δw

w

(z − (n+ δw))2
+

∞∑
n=−∞

2w/π
w2+(n+δw)2

z − (n+ δw)

}

By substituting δw with −δw we get an analogous function, B−
w (z),

intended to minorize arctan x
w

along the real axis.

Note that by letting w → 0+, then δw → 0+, and B+
w (z) and B−

w (z)
approach B(z) and −B(−z) respectively.

Also, we note that B+
w
′
(δw) → 2 as w → 0+, which confirms the

value B′(0) = 2 for the derivative of the Beurling’s function at zero.
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Figure 14. B+
w
′
(δw) as a function of w

If D±
w = B±

w (x)− 2
π

arctan x
w

then:

D̂±
w(0) = ±2

π
arctan

{
(e4πw − 1)−

1
2

}
(4.14)

Next, some results that follow from the extremal properties of B±
w (x):

Conjecture 4.2. Let λ1, λ2, . . . , λN be real numbers satisfying |λm −
λn| ≥ δ > 0 whenever m 6= n, and let a(1), . . . , a(N) be arbitrary
complex numbers. Also let α be any positive real number. Then

(4.15)

∣∣∣∣∣∣∣∣
N∑

m=1

N∑
n=1

m6=n

a(m) a(n)

λm − λn

e−2πα|λm−λn|

∣∣∣∣∣∣∣∣
≤ 2

δ
arctan

{
(e4παδ − 1)−

1
2

} N∑
n=1

|a(n)|2

In the proof of this result we will set w = α δ, use (4.14) and

D±
w(t) = −e

−2πw|t|

πit
for |t| ≥ 1(4.16)
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and proceed as in the proof of theorem 2.1.

By letting α → 0+ this result becomes theorem 2.1, so 4.15 can be
considered as a generalization of Montgomery and Vaughan’s inequal-
ity.

5. Conclusions

We have dealt with the problem of finding some entire function F (z)
of exponential type 2π that majorizes a given function f(x) along the
real axis and is extremal in the sense that the L1 norm of F (x)− f(x)
is minimum. We have looked at some cases in which this problem can
be solved by defining F as a function that interpolates f(x) and f ′(x)
at the points of the form n+ δ for some −1/2 < δ ≤ 1/2. The relation
can be shown, and the value of δ can be found, by using the Poisson
summation formula (2.11).
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The function so obtained can be used for simplifying the proofs of
some known results, such as the the Montgomery and Vaughan inequal-
ity, and the Erdös-Turán bound, and to get improvements and suitable
generalizations of those results.
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