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Abstract. We prove a version of Furstenberg’s ergodic theorem with restric-
tions on return times. More specifically, for a measure preserving system
(X,B, µ, T ), an integer 0 ≤ j < k, and E ⊂ X with µ(E) > 0, we show that
there exists n ≡ j (mod k) with µ(E∩T−nE∩T−2nE∩T−3nE) > 0, so long
as T k is ergodic. This result requires a deeper understanding of the limit of
some non conventional ergodic averages, and the introduction of a new class
of systems, the ‘Quasi-Affine Systems’.

1. Introduction

1.1. Formulation of the problem. Furstenberg [4] proved Szemerédi’s theorem
via an ergodic theorem:

Theorem 1 (Furstenberg). Let (X,B, µ, T ) be a measure preserving system and
let ` ∈ N. Then for any set E with µ(E) > 0,

lim inf
N→∞

1

N

N∑

n=1

µ
(
E ∩ T−nE ∩ T−2nE ∩ . . . ∩ T−`nE

)
> 0.

In particular, this implies the existence of n ≥ 1 so that

µ
(
E ∩ T−nE ∩ T−2nE ∩ . . . ∩ T−`nE

)
> 0 .

We propose here to prove a version of this result for n restricted to a particular
congruence class: n ≡ j (mod k) for a given k ≥ 2 and 0 ≤ j < k. For j = 0, the
result follows immediately from Theorem 1 by considering T k instead of T and so
we focus on the case 0 < j < k. The case k = 2, j = 1 explains “odd” in the title
of this paper.

When T is ergodic and k is prime, an obvious necessary condition is that T k be
ergodic. If not, there exists a set E with µ(E) > 0 and µ(E ∩ T−nE) = 0 for all
integers n that are not multiples of k.

1.2. Statement of Results. We prove:

Theorem 2. Let (X,B, µ, T ) be a measure preserving system. Assume that T k is
ergodic for some integer k ≥ 2 and let E be a set with µ(E) > 0. Let 0 ≤ j < k.
Then there exists n ≡ j (mod k) so that

µ
(
E ∩ T−nE ∩ T−2nE ∩ T−3nE

)
> 0.

The proof of this theorem relies on the stronger result:
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Theorem 3. Let (X,B, µ, T ) be a measure preserving system and assume that T k

is ergodic for some integer k ≥ 2. Let a1, a2, a3 be non-zero distinct integers and
let f1, f2, f3 ∈ L∞(µ). Then the limits

lim
N→∞

1

N

N∑

n=1

3∏

i=1

fi(T
kainx) and lim

N→∞
1

N

N∑

n=1

3∏

i=1

fi(T
ainx)

exist in L2(X) and are equal.

The existence of the limits follows from the results of [6]. However, in [6] we
were only interested in a short and elementary proof of the existence. Equality of
the limits is more intricate and needs a precise evaluation of the limits; this is the
main result of this paper. We hope that a deeper understanding can be used for
further generalizations.

The proof of Theorem 2 is immediate, once we have Theorem 3, and we give it
here:

Proof. (Of Theorem 2, assuming Theorem 3.) For i = 1, 2, 3 set ai = i and fi =
1T−ijE . Taking the integral over E of the limits in Theorem 3, we have

lim
N→∞

1

N

N∑

n=1

µ
( 3⋂

i=0

T−i(kn+j)E
)

= lim
N→∞

1

N

N∑

n=1

µ
( 3⋂

i=0

T−i(n+j)E
)
.

However, this last limit equals

lim
N→∞

1

N

N∑

n=1

µ
( 3⋂

i=0

T−inE
)
,

which is positive by Theorem 1.

Question 1. Theorem 1 has a combinatorial interpretation, namely Szemerédi’s
Theorem. Does Theorem 2 have a combinatorial interpretation?

While we are able to prove the theorem for arithmetic progressions of length
four, we do not know if such a result holds more generally.

Question 2. Are results like Theorem 3 and Theorem 2 valid for more terms?

1.3. Strategy. An important ingredient in proving Theorem 1 is a deeper under-
standing of Conze-Lesigne averages

1

N

N∑

n=1

f1(T a1nx)f2(T a2nx)f3(T a3nx),(1)

where f1, f2, f3 ∈ L∞(µ) and a1, a2, a3 are distinct non-zero integers.
The convergence in L2(µ) of such averages is the main result of [6], generalizing

previous results of Conze-Lesigne [3] to the totally ergodic case. Related results
have been proved by other authors [5].

We need here more precise information about the limit, and in particular we
have to describe how it changes when ka1, ka2, ka3 are substituted for a1, a2, a3

respectively, assuming the ergodicity of T k. The methods of Host and Kra [6],
Furstenberg and Weiss [5] and Conze and Lesigne [3] cannot be applied here, as
they rely on a change of the initial system. Although convergence in the new system
implies convergence in the original one, the essential property of ergodicity of T k
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can be lost in the change. In general, the conclusion of Theorem 3 is not valid
for the modified system. Here we work with factors of the original system and so
bypass this difficulty.

A main tool in the proofs is the notion of characteristic factor. In our context
of three linear terms (of the form (1)) the general definition given in Furstenberg
and Weiss [5] can be written as:

Definition 1. A factor (Y,D, ν, T ) of (X,B, µ, T ) is characteristic for ` linear
terms if for all distinct, non-zero integers a1, a2, . . . , a` and any f1, f2, . . . , f` ∈
L∞(µ) we have:

lim
N→∞

1

N

N∑

n=1

(∏̀

i=1

fi(T
ainx)−

∏̀

i=1

E(fi | D)(T ainx)
)

= 0

in L2(µ).

Throughout most of this article, we are concerned with three linear terms.
We introduce a class of systems, called quasi-affine systems, in Section 4. They

are closely related to the nilpotent manifolds introduced by Conze and Lesigne [3]
and lated studied by Rudolph [10]. However, they are considered from a different
and, we hope, a simpler point of view. These systems are extensions of their
Kronecker factors by a compact abelian group, with an additional property. We
show that:

Theorem 4. An ergodic system (X,B, µ, T ) has a characteristic factor for three
linear terms which is a quasi-affine system. In particular, this characteristic factor
is a compact abelian group extension of its Kronecker factor.

1.4. Outline of the Paper. In Section 2, we prove an odd ergodic Roth theorem,
meaning a convergence theorem for progressions of length three restricted to a par-
ticular congruence class. The result follows easily from a theorem of Furstenberg [4]
that explicitly describes the limit of expressions of the form

lim
N→∞

1

N

N∑

n=1

f1(T a1nx)f2(T a2nx)

for distinct integers a1, a2. We give the proof only as a simple example of the use
of characteristic factors. In this section we also introduce notations and recall some
facts about Kronecker factors. We define the systems Z̃, define a joining of X and
state a theorem of Furstenberg and Weiss that. These objects are important in
what follows.

In Section 3 we recall without proofs some basic facts about cocycles on rotations.
Some other results have been proved elsewhere (see in particular [8]) but are less
classical and we give short proofs for completion.

In Section 4 we introduce the notions of a quasi-affine cocycle on an ergodic
rotation and of a quasi-affine system. As these cocycles and systems are interesting
in themselves we prove more than we actually need for the proof of Theorem 4.

The next two sections are devoted to the proof of Theorem 4. We progress from
simpler to more general systems, proving the result first whenX is a group extension
of its Kronecker factor, then when it is an isometric extension of its Kronecker factor
and then in the general case. Some of the steps follow from results of [5], while
others need more work.
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In Section 7, we study the limits of averages (1) for quasi-affine systems. We
first compute the “Mackey group” associated to three distinct integers a1, a2, a3.
Then we use this result to establish the convergence and give an explicit expression
of the limit for quasi-affine systems. In particular, we prove Theorem 3 for these
systems and in Section 8 we explicitly describe the limit.

1.5. Notations. In the sequel, Z denotes a compact metrizable abelian group, Z
its Borel σ-agebra and m its Haar measure. For a fixed element α of Z, we write
(Z, α) for the system (Z,Z ,m, S) where S : Z → Z is the transformation z 7→ z+α.
Such a system is called a rotation. It is ergodic if and only if Zα is dense in Z.

For an integer ` ≥ 2 and distinct integers a1, a2, . . . , a`, we write Z̃(a1, a2, . . . , a`)
for the closed subgroup

Z̃(a1, a2, . . . , a`) =
{

(z + a1t, z + a2t, . . . , z + a`t) : z, t ∈ Z
}

(2)

of Z`. When no confusion is possible, we write Z̃ instead of Z̃(a1, a2, . . . , a`). We
use m̃ to denote the Haar measure of this group. We write

z̃ = (z1, z2, . . . , z`)

for an element of Z̃, and

α̃ = (a1α, a2α, . . . , a`α) ∈ Z̃ .

The rotation (Z̃, α̃) will be of a constant use in the sequel.

2. Preliminaries

2.1. An Odd-Furstenberg Roth Theorem. In this section, we prove an ergodic
version of Roth’s Theorem for odd numbers. More specifically, under an assumption
of ergodicity, we show the existence of arithmetic progressions of length three with
steps taken from a given congruence class.

Theorem 5. Let (X,B, µ, T ) be a measure preserving system. Assume that T k is
ergodic for some integer k ≥ 2 and let E be a set with µ(E) > 0. Let 0 ≤ j < k.
Then there exists n ≡ j (mod k) so that

µ
(
E ∩ T−nE ∩ T−2nE

)
> 0.

Theorem 5 follows immediately from Theorem 6, as in Section 1.2. Although we
only need the result with a1 = 0, we state it more generally.

Theorem 6. Let (X,B, µ, T ) be a measure preserving system and assume that T k

is ergodic for some k ≥ 2. Then, for distinct integers a1, a2, a3 and f1, f2, f3 ∈
L∞(µ) we have

lim
N→∞

1

N

N∑

n=1

∫ 3∏

i=1

fi(T
ainx) dµ(x) = lim

N→∞
1

N

N∑

n=1

∫ 3∏

i=1

fi(T
kainx) dµ(x) .

For f1, f2 ∈ L∞(µ) and b1, b2 distinct integers, Furstenberg [4] proved the con-
vergence in L2(µ) of the averages

1

N

N∑

n=1

f1(T b1nx)f2(T b2nx) ,(3)

and gave an explicit expression for the limit. Furstenberg and Weiss [5] reformulated
this result using terminology of characteristic factors and we recall their method
here. First, using Van der Corput Lemma they showed:



AN ODD FURSTENBERG-SZEMERÉDI THEOREM AND QUASI-AFFINE SYSTEMS 5

Proposition 1 (Furstenberg and Weiss). Let (X,B, µ, T ) be an ergodic measure
preserving system. The Kronecker factor of X is a characteristic factor for two
linear terms.

Let (Z, α) be the Kronecker factor of X and π : X → Z be the natural projection.
The rotation (Z, α) is ergodic.

For i = 1, 2, let f̃i be the functions on Z defined by f̃i(π(x)) = E(fi | Z)(x).
Using the Fourier series expansion of these functions, we have

lim
N→∞

1

N

N∑

n=1

f̃1(Sb1nz)f̃2(Sb2nz) =

∫

Z

f̃1(z + b1t)f̃2(z + b2t) dm(t)

in L2(m). Proposition 1 means that

lim
N→∞

1

N

N∑

n=1

(
f1(T b1nx)f2(T b2nx)− f̃1

(
π(T b1nx)

)
f̃2

(
π(T b2nx)

))
= 0

in L2(µ). Thus the average (3) converges in L2(µ) to the function

f(x) =

∫

Z

f̃1(π(x) + b1t)f̃2(π(x) + b2t) dm(t) .

Now we use this result to prove Theorem 6.

Proof. (of Theorem 6.) Let f1, f2, f3 ∈ L∞(µ) and let a1, a2, a3 be distinct integers.
Using the convergence established above with b1 = a1 − a3 and b2 = a2 − a3, we
get

lim
N→∞

1

N

N∑

n=1

∫ 3∏

i=1

fi(T
ainx) dµ(x) =

∫

Z

∫

Z

3∏

i=1

f̃i(z + ait) dm(z) dm(t) .(4)

Substituting kai for ai we also have

lim
N→∞

1

N

N∑

n=1

∫ 3∏

i=1

fi(T
kainx) dµ(x) =

∫

Z

∫

Z

3∏

i=1

f̃i(z + kait) dm(z) dm(t) .(5)

Since T k is ergodic, the map t 7→ kt is onto from Z to Z. This implies that the
integrals in equations (4) and (5) are equal, and the result is proved.

2.2. The measure µ̃ on X3. Let a1, a2, a3 be distinct integers. Write Z̃ =
Z̃(a1, a2, a3) as defined in equation (2).

We define a measure µ̃ on X3 by setting
∫

X3

3∏

i=1

fi(xi) dµ̃(x1, x2, x3) =

∫

Z̃

3∏

i=1

f̃i(zi) dm̃(z1, z2, z3),

where f1, f2, f3 are any bounded measurable functions on X and f̃i is the function
on Z defined by f̃i(π(x)) = E(fi | Z)(x). Thus, the convergence in Equation (4)
can be written as

lim
N→∞

1

N

N∑

n=1

∫ 3∏

i=1

fi(T
ainx) dµ(x) =

∫

Z̃

3∏

i=1

fi(xi) dµ̃(x1, x2, x3) .(6)

The measure µ̃ is invariant under the transformation T̃ = (T a1 × T a2 × T a3).
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The following result was established in [1]; a proof using the Van der Corput
Lemma can be found in [5].

Theorem 7. Let f1, f2, f3 be bounded measurable functions on X and assume that
the function f1(x1)f2(x2)f3(x3) on X3 is orthogonal in L2(µ̃) to the subspace of

T̃ -invariant functions. Then

lim
N→∞

1

N

N∑

n=1

f1(T a1n)f2(T a2nx)f3(T a3nx) = 0

in L2(µ).

We use this result several times in determining characteristic factors of X .

3. Cocycles on a rotation.

We begin by recalling some basic facts about cocycles and extensions. As we
mainly use compact abelian group extensions of rotations we focus on this case.

Let (Z, α) be a rotation and let m denote the Haar measure of Z.

3.1. Cocycles and extensions. Let G be a compact metrizable abelian group,
written additively, with a Borel σ-algebra and Haar measure mG. A G-valued
cocycle is a measurable map σ : Z → G.

A G-valued cocycle σ is a coboundary if there exists a measurable function
b : Z → G with σ = b ◦ T − b. Two cocycles are cohomologous if their difference
is a coboundary.

Each G-valued cocycle σ defines an extension (Z × G, Tσ) of (Z, α) as follows:
Z ×G is endowed with the product σ-algebra, with the product measure m×mG,
and with the transformation Tσ given by

Tσ(z, g) = (z + α, g + σ(z)) .(7)

The factor map Z×G→ Z is projection onto the first coordinate. For every integer
n, the transformation T nσ is given by T nσ (z, g) = (z + nα, g + σ(n)(z)) where the
map σ(n) : Z → G is defined by

σ(n)(z) =





n−1∑

j=0

σ(z + jα) if n > 0

1 if n = 0

−
−1∑

j=n

σ(z + jα) if n < 0 .

For all m,n ∈ Z, the functions σ(n)(z) satisfy the cocycle relation:

σ(n+m)(z) = σ(n)(z) + σ(m)(z + nα) .(8)

The extensions defined by two cohomologous cocycles are clearly isomorphic.
Assuming that (Z, α) is ergodic, we say that the cocycle σ : Z → G is ergodic if

the system (Z ×G, Tσ) is ergodic. We say that σ is weakly mixing if (Z ×G, Tσ)
is ergodic and has Z as its Kronecker factor.

Let S1 be the circle group. A multiplicative cocycle is a measurable map
Z → S1. For multiplicative cocycles we have the same definitions and properties
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as for G-valued cocycles, except that the notations are multiplicative instead of
additive.

We make frequent use of the following simple lemma about multiplicative cocy-
cles:

Lemma 1. Let ρ be a multiplicative cocycle and let {nj} a sequence of integers
such that njα→ 0 in Z. Then

‖ρ(nj)(z + α)− ρ(nj)(z)‖2 → 0

as j →∞.

Proof. For every j we have

ρ(nj)(z + α)ρ(nj)(z) = ρ(z + njα)ρ(z)

by applying the cocycle relation (8). Since translations act on L2(Z) in a continuous
way, ‖ρ(z + njα) − ρ(z)‖2 → 0 and the result follows.

3.2. A characterization of multiplicative coboundaries.

Proposition 2. Let (Z, α) be a rotation and let ρ : Z → S1 be a multiplicative
cocycle. Then ρ is a coboundary if and only if for any sequence {nj} of integers

such that njα→ 0, we have ρ(nj)(z)→ 1 in L2(Z).

Proof. We first assume that ρ is a coboundary. Let b be a function of modulus 1
on Z such that b(z + α)b(z) = ρ(z). Assume that njα → 0. For every j we have

ρ(nj)(z) = b(z + njα)b(z). As Z acts continuously by translations on L2(Z), we

have b(z + njα)→ b(z) in L2(Z) and so ρ(nj)(z)→ 1 in L2(Z).

Conversely, let H = {nα : n ∈ Z}, with the closure is taken in Z and let mH be
Haar measure on H . Z is endowed with a translation invariant distance and we use
‖.‖ to denote the distance to 0. By hypothesis for every ε > 0 there exists δ(ε) > 0
such that for all n with ‖nα‖ < δ(ε),

‖ρ(n)(z)− 1‖2 < ε .

Assume that ‖nα‖ < δ(ε). For every m ∈ Z, by applying the cocycle relation,

‖ρ(n+m)(z)− ρ(m)(z)‖2 = ‖ρ(n)(z +mα)− 1‖2 = ‖ρ(n)(z)− 1‖2 < ε(9)

for almost all z ∈ Z.
Let {nj} be a sequence of integers such that {njα} converges in Z. By Equa-

tion (9), the sequence {ρ(nj)(z)} is a Cauchy sequence in L2(Z) and so converges.
Therefore, there exists a continuous mapping t 7→ φt(.) from H to L2(Z) such

that for all n ∈ Z,
φnα(z) = ρ(n)(z)

for almost all z ∈ Z. When t = nα for an integer n, the cocycle relation (8) gives

φt+α(z) = φt(z)ρ(z + t)(10)

for almost all z ∈ Z. By continuity, for all t ∈ H Equation (10) holds for almost
all z ∈ Z.

Thus, for m-almost all z ∈ Z, this equations holds for mH -almost all t. Fix such
a z. The map t 7→ z+ t is an isomorphism between the ergodic rotation (H,α,mH)
and the ergodic component of (Z, α,m) supported by z+H . Equation (10) means
that ρ is a coboundary of this ergodic component. Thus ρ is a coboundary for
almost all ergodic components of (Z, α,m) and so is a coboundary of (Z, α,m).
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The same argument as the first part of the above proof gives:

Remark 1. Assume that ρ : Z → S1 is a multiplicative coboundary and let {nj} be

a sequence of integers such that {njα} converges in Z. Then the sequence {ρ(nj)(z)}
converges in L2(Z).

3.3. Multiplicative cocycles cohomologous to constants.

Proposition 3. Let (Z, α) be an ergodic rotation and let ρ : Z → S1 be a multi-
plicative cocycle. The following properties are equivalent:

1. The cocycle ρ is cohomologous to a constant.
2. For every sequence {nj} of integers such that njα→ 0, there exists a sequence

{cj} of constants of modulus 1 such that cjρ
(nj)(z)→ 1 in L2(Z).

3. For every t ∈ Z the cocycle ρ(z + t)ρ(z) is a coboundary.

4. There exists a Borel subset A of Z with m(A) > 0 so that ρ(z + t)ρ(z) is a
coboundary for every t ∈ A.

Proof. 1. =⇒ 2. By hypothesis, there exists a function b of modulus 1 on Z and

a constant c of modulus 1 such that b(z + α)b(z) = cρ(z). Assume that njα → 0.

For each i, b(z + njα)b(z) = cnjρ(nj)(z) and the result follows as in the proof of
Proposition 2.

2. =⇒ 3. Fix t ∈ Z and let σ(z) = ρ(z + t)ρ(z). Let {nj} be a sequence of

integers such that njα → 0. There exist constants cj such that cjρ
(nj)(z) → 1 in

L2(Z). Thus, cjρ
(nj)(z + t)→ 1 and σ(nj )(z) = ρ(nj)(z + t)ρ(nj)(z)→ 1 in L2(Z).

By Proposition 2, we have property (3).
3. =⇒ 4. Clear.
4. =⇒ 1. (This part was proved in [8]) Given t ∈ A, there exists a function

bt(z) : Z → S1 such that ρ(z + t)ρ(z) = bt(z + α)bt(z). The function bt is defined
up to multiplication by a constant and by classical methods we can choose it so that
t 7→ bt is a Borel mapping from A to L2(Z). Thus, there exists a Borel function
b(t, z) on A× Z with bt(z) = b(t, z) for almost all (t, z) ∈ A× Z.

Consider the extension (Z×S1, Tρ) of the rotation (Z, α) defined by the cocycle
ρ. The function

B
(
(x, t), (y, s)

)
7→ b(x− y, y)1A(x− y)ts

is invariant under Tρ × Tρ on (Z × S1)2. Thus it can be written in the form

∑

j

cjfj(x, t)fj(y, s),

where the cj are constants and the fj are eigenfunctions of Z×S1. By considering
the Fourier coefficients with respect to the variables s and t, each function fj can
be written as fj(x, t) = gj(x)t. As this is an eigenfunction, ρ is cohomologous to
the corresponding eigenvalue.

The same proof as the in the implication 1 =⇒ 2 in this proposition also shows:

Remark 2. Assume that the cocycle ρ is cohomologous to a constant. Then for
every sequence {nj} of integers such that {njα} converges in Z, there exists a

sequence {cj} of constants of modulus 1 such that {cjρ(nj)(z)} converges in L2(Z).
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3.4. Mackey Groups. Let G be a metrizable compact abelian group. Recall that
a character of G is a continuous group homomorphism from G to S1. The char-

acters of G form a discrete group Ĝ with the operation of pointwise multiplication.

Ĝ is called the dual group of G.
Some properties of a cocycle σ : Z → G can be translated into properties of the

multiplicative cocycles χ ◦ σ for χ ∈ Ĝ. The following result is classical.

Proposition 4. Let (Z, α) be an ergodic rotation and let σ be a G-valued cocycle
on Z.

1. σ is not ergodic if and only if there exists χ ∈ Ĝ, χ 6= 1, such that χ ◦ σ is a
coboundary.

2. σ is not weakly mixing if and only if there exists χ ∈ Ĝ, χ 6= 1, such that χ◦σ
is cohomologous to a constant.

More generally, let σ : Z → G be a cocycle on the ergodic rotation (Z, α), and
let

M⊥ = {χ ∈ Ĝ : χ ◦ σ is a coboundary} .(11)

M⊥ is a subgroup of Ĝ and its annihilator

M = {g ∈ G : χ(g) = 1 for all χ ∈M⊥}(12)

is a closed subgroup of G, called the Mackey group of σ. For a study of this
notion we refer to [5].

Recall that

M⊥ = {χ ∈ Ĝ : χ(g) = 1 for every g ∈M}(13)

and that we can identify M⊥ with the dual group of G/M . We have:

Proposition 5 (Furstenberg and Weiss). Let f ∈ L2(Z × G) be such that for all
χ ∈M⊥, ∫

f(z, g)χ(g) dmG(g) = 0

for almost all z ∈ Z. Then f is orthogonal to the space of Tσ-invariant functions.

3.5. The Mackey group M(a1, a2, a3). Let (Z, α) be an ergodic rotation, G a
compact abelian group and σ : Z → G a cocycle.

Let a1, a2, a3 be three distinct integers. As in Section 1.5, we write

Z̃ = Z̃(a1, a2, a3) =
{

(z + a1t, z + a2t, z + a3t) : z, t ∈ Z
}

and use m̃ to denote the Haar measure of this group. We also write

α̃ = (a1α, a2α, a3α) ∈ Z̃
and let S̃ denote the rotation z̃ 7→ z̃ + α̃ on Z̃.

We define a mapping σ̃ : Z̃ → G3 by

σ̃(z̃) =
(
σ(a1(z1), σ(a2)(z2), σ(a3)(z3)

)
.(14)

We consider σ̃ as a G3-valued cocycle of the rotation (Z̃, α̃) and we associate to

this cocycle a subgroup M⊥ of Ĝ3 = Ĝ3 and a subgroup M of G3 as in Section 3.4.
However, as (Z̃, α̃) is not ergodic, it is a bit more delicate. We follow an argument
of [5].
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We write g̃ = (g1, g2, g3) for an element of G3 and χ̃ = (χ1, χ2, χ3) for an element

of Ĝ3. For χ̃ ∈ Ĝ3 we write

χ̃ ◦ σ̃(z̃) =
3∏

i=1

χi
(
σ(ai)(zi)

)
.(15)

The rotation (Z̃, α̃) has an obvious ergodic decomposition. For every z ∈ Z, let

Z̃z =
{

(z + a1t, z + a2t, z + a3t) : t ∈ Z
}

and let m̃z be the uniform measure on this set. These sets and measures are
invariant under the rotation S̃ and for every z ∈ Z the system (Z̃z, m̃z, S̃) is an
ergodic rotation. We can write

m̃ =

∫

Z

m̃z dm(z) .

This ergodic decomposition of m̃ is not the standard ergodic decomposition, because
the measures m̃z are not distinct in general.

For every z ∈ Z, σ̃ is defined m̃z-almost everywhere. Thus we can define

M⊥z =
{
χ̃ ∈ Ĝ3 : χ̃ ◦ σ̃ is a coboundary of (Z̃z, m̃z , S̃)

}
.

We write
∆

α = (α, α, α) ∈ Z̃ and let
∆

S denote the rotation z̃ 7→ z̃ +
∆

α on

Z̃. For every z,
∆

S is an isomorphism from the system (Z̃z , m̃z, S̃) to the system

(Z̃z+α, m̃z+α, S̃). We define a mapping
∆

σ : Z̃ → G3 by
∆

σ(z̃) =
(
σ(z1), σ(z2), σ(z3)

)
.(16)

For every z ∈ Z, using the cocycle relation (8) we have

σ̃(z̃ +
∆

α) = σ̃(z̃) +
∆

σ(z̃ + α̃)− ∆

σ(z̃)(17)

m̃z-almost everywhere. It follows that M⊥z+α = M⊥z . But for each χ̃ ∈ Ĝ3, the

subset {z ∈ Z : χ̃ ∈ M⊥z } is Borel, and thus has measure 0 or 1 by ergodicity.

Therefore, for almost all z ∈ Z, M⊥z is equal to a constant subgroup M⊥ of Ĝ3.
We can define a subgroup M of G3 as in Equation (12), with the relation (13)

between M and M⊥. Considering each ergodic component of Z̃ separately, it is
easy to check that

M⊥ =
{
χ̃ ∈ Ĝ3 : χ̃ ◦ σ̃ is a coboundary of (Z̃, α̃)

}
(18)

and that the statement of Proposition 5 remains valid for the extension (Z̃×G3, S̃σ̃)

of (Z̃, α̃) associated to the cocycle σ̃.

In case of ambiguity, we write M(a1, a2, a3)⊥ and M(a1, a2, a3) instead of M⊥

and M .

4. Quasi-affine cocycles and quasi-affine systems.

4.1. Quasi-affine cocycles.

Definition 2. A function f on a compact abelian group Z is said to be affine if
f = cγ, where c is a constant of modulus 1 and γ is a character of Z.

Proposition 6. Let (Z, α) be an ergodic rotation and let ρ : Z → S1 be a multi-
plicative cocycle. The following properties are equivalent:



AN ODD FURSTENBERG-SZEMERÉDI THEOREM AND QUASI-AFFINE SYSTEMS 11

1. For every sequence of integers {nj} with njα → 0, there exists a sequence

{wj} of affine functions on Z such that wj(z)ρ(nj)(z)→ 1 in L2(Z).

2. For every t ∈ Z, the cocycle ρ(z + t)ρ(z) is cohomologous to a constant.

3. There exists a Borel subset A of Z with m(A) > 0 so that ρ(z + t)ρ(z) is
cohomologous to a constant for every t ∈ A.

Definition 3. A multiplicative cocycle ρ : Z → S1 satisfying Proposition 6 is said
to be a quasi-affine cocycle.

Proof. 1. =⇒ 2. Fix t ∈ Z. Let {nj} be a sequence of integers such that njα→ 0.

There exist constants cj and characters γj such that ‖cjγj(z)ρ(nj)(z) − 1‖2 → 0.

Thus ‖cjγj(z + t)ρ(nj)(z + t)‖2 → 0 and ‖γj(t)ρ(nj)(z + t)ρ(z) − 1‖2 → 0. By

Proposition 3, the cocycle z 7→ ρ(z + t)ρ(z) is cohomologous to a constant.
2. =⇒ 1. For every t ∈ Z, there exist a constant c(t) and a function bt(z) such

that ρ(z+t)ρ(z) = c(t)bt(z+α)bt(z). The function bt is unique up to multiplication
by an affine function and the affine functions form a closed subgroup of functions of
modulus 1 on Z with the L2 topology. By classical arguments, there is a choice of
the functions bt such that the map t 7→ bt is Borel. With this choice, the function
c(t) is Borel on Z.

Let {nj} be a sequence of integers such that njα → 0. Write fj(z) = ρ(nj)(z)
and cj(t) = c(t)nj . For every t ∈ Z, By Proposition 2

∫
|fj(z + t)− cj(t)fj(z)|2 dm(z)→ 0 .

Integrating with respect to t and taking the Fourier Transform we get

εj =
∑

γ∈Ẑ

|f̂j(γ)|2
(
1−Re(ĉj(γ))

)
→ 0 .

It follows that there exists γ0 ∈ Ẑ with 1− Re(ĉj(γ0)) ≤ εj . Then |ĉj(γ)| ≤ 2εj
for γ 6= γ0 and so ∑

γ 6=γ0

|f̂j(γ)|2 ≤ εj
1− 2εj

.

We now have the needed convergence.
2. =⇒ 3. Clear.
3. =⇒ 2. The set H of t ∈ Z so that ρ(t+ z)ρ(z) is cohomologous to a constant

is a Borel subgroup of Z. Since m(H) ≥ m(A) > 0, H is an open subgroup and so
is closed. Since α ∈ H , density of the iterates implies that H = Z.

4.2. Some properties of quasi-affine cocycles. The product of two quasi-affine
cocycles is a quasi-affine cocycle. A cocycle cohomologous to a quasi-affine cocycle
is clearly quasi-affine itself. Affine cocycles are clearly quasi-affine and thus so are
cocycles which are cohomologous to affine cocycles. However, the converse does
not hold. In the appendix we give a counter example, originally due to Furstenberg
and Weiss, presented here in our vocabulary.

Using Lemma 1, we immediately have the following corollary:

Corollary 1. Let (Z, α) be an ergodic rotation and let ρ : Z → S1 be a cocycle.
Let {nj} be a sequence of integers such that njα→ 0, {cj} a sequence of constants

of modulus 1, and {γj} a sequence of characters such that cjγj(z)ρ(nj)(z) → 1 in
L2(Z). Then γj(α)→ 1 as j →∞.
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Lemma 2. Let ρ be a multiplicative cocycle, {nj} a sequence of integers so that
{njα} converges (respectively converges to 0) in Z, and {cjγj} a sequence of affine

functions on Z so that {cjγjρ(nj)} converges (respectively converges to 1) in L2(Z).
Then for every integer a,

caj γj

(
a(a− 1)

2
njα

)
γaj (z)ρ(anj)(z)

converges (respectively converges to 1) in L2(Z).

Proof. For every integer m we have that

cjγj(mnjα)γj(z)ρ(nj)(z +mnjα)

converges (respectively converges to 1) in L2(Z). Taking the product for m between
0 and a we have the statement of the lemma.

Lemma 3. Let ρ be a quasi-affine cocycle and let {nj} be a sequence of integers
so that the sequence {njα} converges in Z. Then there exists a sequence {ωj} of

affine functions so that the sequence {ωj(z)ρ(nj)(z)} converges in L2(Z).

Proof. Choose a translation invariant distance on Z and write ‖z‖ for the distance
of z ∈ Z to 0. By the first property of quasi-affine cocycles in Proposition 6, for
every ε > 0 there exists δ(ε) > 0 such that for every n ∈ Z with ‖nα‖ < δ, there
exists an affine function ω with ‖1− ω(z)ρ(nj)(z)‖2 < ε.

Assume that {njα} converges in Z. For every ε > 0 and for i, j sufficiently large
we have ‖(ni − nj)α‖ < δ(ε). Thus

‖ω(z + njα)ρ(ni)(z)− ρ(nj)(z)‖2 = ‖1− ω(z)ρ(ni−nj)(z)‖2 < ε

and the function ω(z + njα) is affine. Using this, we can construct inductively a

sequence {ωj} of affine functions so that {ωjρ(nj)} is a Cauchy sequence in L2(Z).

Lemma 4. Let ρ : Z → S1 be a quasi-affine cocycle. Then either ρ is weakly
mixing or ρ is cohomologous to a constant.

Proof. Assume that the quasi-affine cocycle ρ is not weakly mixing. Then there
exists a non-zero integer p such that ρp is cohomologous to a constant.

Let {nj} be a sequence of integers such that njα → 0. There exists a sequence

{cjγj} of affine functions such that cjγjρ
(nj) → 1 in L2(Z) and so cpjγ

p
j ρ
p(nj) → 1 in

L2(Z) as well. Since ρp is cohomologous to a constant, by Proposition 3 there exists
a sequence {dj} of constants such that djρ

p(nj) → 1 in L2(Z). Thus cpjγ
p
j dj → 1 in

L2(Z) and for j sufficiently large, γpj = 1. In particular γj(α)p = 1. By Corollary 1,

γj(α)→ 1. It follows that for j sufficiently large we have γj(α) = 1. By the density
of Zα in Z, γj = 1.

By Proposition 3, ρ is cohomologous to a constant.

4.3. A stability result. By Proposition 3, a multiplicative cocycle ρ is cohomol-
ogous to a constant if and only if the cocycle ρ(z + t)ρ(z) is a coboundary for all

t. By definition, ρ is quasi-affine if and only if ρ(z + t)ρ(z) is cohomologous to
a constant for all t ∈ Z. The next result shows that the same method does not
produce more general cocycles.
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Proposition 7. Let ρ be a multiplicative cocycle on Z and let A be a Borel subset

of Z with m(A) > 0 so that for every s ∈ A, the cocycle ρ(z+s)ρ(z) is quasi-affine.
Then ρ is quasi-affine.

Proof. Let {nj} a sequence of integers so that njα→ 0 in Z. For j ∈ N and s ∈ Z
we define

ηj(s) = inf
(
‖ρ(nj)(z + s)− cγ(z)ρ(nj)(z)‖2

)
(19)

where the infimum is taken over all constants c of modulus 1 and all characters
γ ∈ Ẑ.

We begin with some simple observations about ηj . By hypothesis, ηj(s)→ 0 for
every s ∈ A. Moreover,

ηj(α) ≤ ‖ρ(nj)(z + α) − ρ(nj)(z)‖2 .
Thus ηj(α)→ 0 by Lemma 1.

Claim 1. For all s, t ∈ Z and j ∈ N, ηj(s+ t) ≤ ηj(s) + ηj(t).

Proof. Fix j, s and t. For ε > 0 there exist constants c, c′ and characters γ, γ ′ with

‖ρ(nj)(z + s)− cγ(z)ρ(nj)(z)‖2 < ε+ ηj(s)

and

‖ρ(nj)(z + t)− c′γ′(z)ρ(nj)(z)‖2 < ε+ ηj(t) .

Thus,

‖ρ(nj)(z + t+ s)− c′γ′(s)γ′(z)ρ(nj)(z + s)‖2 < ε+ ηj(t) ,

and so

‖ρ(nj)(z + t+ s)− cc′γ′(s)(γγ′)(z)ρ(nj)(z)‖2 < 2ε+ ηj(s) + ηj(t) .

Thus ηj(s+ t) ≤ 2ε+ ηj(s) + ηj(t).

Claim 2. ηj → 0 uniformly on Z.

Proof. Since ηj → 0 pointwise on A, there exists a Borel subset B of A with
m(B) > 0 so that ηj → 0 uniformly on B. By Claim 1, ηj → 0 uniformly on B+B.
However B +B has non-empty interior in Z. By minimality of the rotation (Z, α)
there exists an integer k > 0 such that

Z =

k⋃

i=0

iα+ (B +B) .

Since ηj(α)→ 0, by applying Claim 1 again we have ηj → 0 uniformly on each set
iα+ (B +B) and the result follows.

By Claim 2 and again using Lemma 1, there exists j0 such that for all j > j0
and for all s ∈ Z

ηj(s) <
√

2/3

and

‖ρ(nj)(z + α)− ρ(nj)(z)‖2 <
√

2/3 .(20)
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Fix j > j0. For two constants c, c′ of modulus 1 and two distinct characters γ, γ ′,
we have ‖cγ − c′γ′‖2 =

√
2. Thus, for every s there exists a unique character γj,s

and a constant c of modulus 1 so that

‖ρ(nj)(z + s)− cγj,s(z)ρ(nj)(z)‖2 <
√

2/3 .(21)

From bound (20), γj,α = 1.
The constant c is not completely determined by Equation (21). Let cj,s be the

constant so that the norm in this equation is minimized. Then

‖ρ(nj)(z + s)− cj,sγj,s(z)ρ(nj)(z)‖2 = ηj(s) .

Since translations act on L2(Z) in a continuous way, by the same continuity
argument as above we have that the map s 7→ γj,s is locally constant on Z.

As in the proof of Claim 1, for s, t ∈ Z we have

‖ρ(nj)(z + s+ t)− cj,scj,tγj,t(s)γj,s(z)γj,t(z)‖2 ≤ ηj(s) + ηj(t) .

Thus

‖cj,scj,tγj,t(s)γj,s(z)γj,t(z)− cj,s+tγj,s+t(z)‖2 ≤ ηj(s) + ηj(t) + ηj(s+ t) <
√

2

and so γj,s+t = γj,sγj,t.

Therefore the map s 7→ γj,s is a group homomorphism from Z to Ẑ that is locally
constant and so continuous. As γj,α = 1, by continuity and density we have γj,s = 1
for all s ∈ Z.

This means that for j > j0 and for all s ∈ Z we have

‖1− cj,sρ(nj)(z + s)ρ(nj )(z)‖2 = ‖fj(z + s)− cj,sfj(z)‖2 = ηj(s)→ 0

as j →∞.
As this holds for any sequence {nj} of integers with njα → 0, by Proposition 3

for any s the cocycle ρ(z+ s)ρ(z) is cohomologous to a constant. By Proposition 6,
ρ is quasi-affine.

4.4. Quasi-affine Systems. We extend now the definition of quasi-affine cocycles
to cocycles with values in an arbitrary compact abelian group:

Definition 4. Let (Z, α) be an ergodic rotation and let G be a metrizable compact

abelian group. A cocycle σ : Z → G is quasi-affine if for every χ ∈ Ĝ, the
multiplicative cocycle χ ◦ σ is quasi-affine.

This definition is consistent with the definition of a multiplicative quasi-affine
cocycles given in Definition 3.

Definition 5. An ergodic system is quasi-affine if it is an extension of its Kro-
necker factor by a quasi-affine cocycle.

Thus a quasi-affine system X can be written as X = Z × G, where Z is the
Kronecker factor of X , G is a compact abelian group and the transformation on X
is associated as in Section 3.2 to a quasi-affine cocycle σ : Z → G. Since Z is the
Kronecker factor of X , in particular the cocycle σ is weakly mixing.

Lemma 5. Let Z × G be a quasi-affine system. Then Ĝ is torsion-free and so
kG = G for every integer k 6= 0.
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Proof. If not, there exists an integer p ≥ 2 and a non-trivial character χ ∈ Ĝ with
χp = 1. Let σ : Z → G be the cocycle defining the quasi-affine system Z × G.
Since χp ◦ σ = 1, the multiplicative cocycle χ ◦ σ is not weakly mixing. As it is
quasi-affine, by Lemma 4 it is cohomologous to a constant. Thus σ is not weakly
mixing, contradiction.

Proposition 8. Let X be an ergodic system. The family of factors of X which are
quasi-affine systems admits a largest element.

Proof. Let Z be the Kronecker factor of X . The family of factors of X which are
extensions of Z by compact abelian groups contains a largest element Xab (see [5]).

Let Y be a factor of X which is a quasi-affine system. The Kronecker factor Y1

of Y is a factor of the Kronecker Z factor of X . Since Z is an ergodic rotation, Z
and Y are relatively independent extensions of Y1. Since Y is a compact abelian
group extension of Y1, the factor of X spanned by Y and Z is a compact abelian
group extension of Z and so is a factor of Xab. A fortiori, Y is a factor of Xab.

Write Xab = Z×G, where G is a compact abelian group and the transformation
is associated to a cocycle σ : Z → G. The subset

Γ = {χ ∈ Ĝ : χ ◦ σ is quasi-affine}(22)

is a subgroup of Ĝ. Its annihilator

Γ⊥ = {g ∈ G : χ(g) = 1 for all χ ∈ Γ}(23)

is a closed subgroup of G. Write G1 = G/Γ⊥ and let σ1 : Z → G1 be the reduction
of σ modulo Γ⊥. The system (Z ×G1, Tσ1) is obviously a factor of (Z ×G, Tσ).

Since the dual group of G1 can be identified with Γ, the cocycle σ1 is a quasi-
affine cocycle, and (Z × G1, Tσ1) is a a quasi-affine system. Its Kronecker factor
is Z. Moreover, this system is clearly the largest factor of (Z × G, Tσ) which is a
quasi-affine system.

It follows that this factor is the largest factor of X which is a quasi-affine system.

Definition 6. For an ergodic measure preserving system, the largest quasi-affine
factor is called the maximal quasi-affine factor of X and is denoted by XQA.

We note that if X is weakly mixing, then both Z and Xab are trivial. Therefore
so is XQA.

5. The case of a group extension

We now carry out the first step in the proof of Theorem 4. Namely, we show:

Theorem 8. Assume that the ergodic system X is a compact group extension of
its Kronecker factor Z. Then the maximal quasi-affine factor of X is characteristic
for three linear terms.

We need some preliminaries.

5.1. Coboundaries on Z×Z and quasi-affine cocycles. Throughout this sec-
tion, (Z, α) denotes an ergodic rotation.
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Proposition 9. Let ` be a positive integer and let a1, a2, . . . , a` be distinct inte-
gers. Assume that and ρ1, ρ2, . . . , ρ` are multiplicative cocycles on Z so that the
multiplicative cocycle

σ(z, t) =
∏̀

i=1

ρi(z + ait)

is a coboundary for the rotation (z, t) 7→ (z+α, t) on Z×Z. Then for i = 1, 2, . . . , `,
the cocycle ρi is quasi-affine.

Proof. We proceed by induction on `. For ` = 1 the hypothesis immediately implies
that ρ is a coboundary and so is a quasi-affine cocycle.

Let ` > 1 and assume that the result holds for ` − 1 terms and any distinct
integers a1, a2, . . . , a`−1.

Fix distinct integers a1, a2, . . . , a` and let ρ1, ρ2, . . . , ρ` be as in the hypothesis
of the Proposition. Thus there exists a function b of modulus 1 on Z × Z so that

∏̀

i=1

ρi(z + ait) = b(z + α, t)b(z, t)(24)

for almost all (z, t) ∈ Z × Z.
For i = 1, 2, . . . , ` set bi = ai − a` and fix s ∈ Z. Substituting z − a`s for z and

t+ s for t in Equation (24) we have

∏̀

i=1

ρi(z + ait+ bis) = b(z − a`s+ α, t+ s)b(z − a`s, t+ s) .

Writing ρ′i(z) = ρi(z + bis)ρi(z) and b′(z, t) = b(z − a`s, t+ s)b(z, t) we have

`−1∏

i=1

ρ′i(z + ait) = b′(z + α, t)b′(z, t) ,

as b` = 0. By the inductive hypothesis, for i = 1, 2, . . . , ` − 1 the cocycle ρ′i is

quasi-affine. Thus, for all s ∈ biZ the cocycle ρi(z + s)ρi(z) is quasi-affine. Since
the subgroup biZ of Z is open, we have m(biZ) > 0. By Proposition 7 the cocycle
ρi is quasi-affine for i = 1, 2, . . . , `− 1. Exchanging the roles played by the indices
` and `− 1, we also obtain that the cocycle ρ` is quasi-affine.

Proposition 10. Let ` be a positive integer and let a1, a2, . . . , a` be distinct non-
zero integers. Assume that ρ1, ρ2, . . . , ρ` are multiplicative cocycles on Z so that
the multiplicative cocycle

σ(z, t) =
∏̀

i=1

ρ
(ai)
i (z + ait)

is a coboundary for the rotation (z, t) 7→ (z, t+α) on Z×Z. Then for i = 1, 2, . . . , `
the cocycle ρi is quasi-affine.

Proof. By hypothesis, there exists a function b of modulus 1 on Z × Z so that

∏̀

i=1

ρ
(ai)
i (z + ait) = b(z, t+ α)b(z, t)(25)

for almost all (z, t) ∈ Z × Z. Let h be the function on Z × Z defined by
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h(z, t)
∏̀

i=1

ρi(z + ait) = b(z + α, t)b(z, t) .

Using the cocycle relation (8) and Equation (25), we have h(z, t+ α) = h(z, t) for
almost all (z, t) ∈ Z×Z. Thus there exists a function ρ`+1 of modulus 1 on Z with
h(z, t) = ρ`+1(z) for almost all (z, t). Letting a`+1 = 0 we have

`+1∏

i=1

ρi(z + ait) = b(z + α, t)b(z, t) .

By Proposition 9, ρi is quasi-affine for i = 1, 2, . . . , `.

5.2. Proof of Theorem 8. We begin with the abelian case.

Proposition 11. Assume that the ergodic system X is an abelian compact group
extension of its Kronecker factor Z. Then the maximal quasi-affine factor of X is
characteristic for three linear terms.

Proof. Let Z be the Kronecker factor of X . By assumption, X = Z × G where
G is a compact abelian group and the transformation T is defined by a cocycle
σ : Z → G. Write x = (z, g) for an element of X . We fix three distinct non-zero

integers a1, a2, a3 and use the notations Z̃ = Z̃(a1, a2, a3), σ̃ and M = M(a1, a2, a3)
previously introduced. We use also the notations Γ, G0 and G1 introduced in
Section 4.4.

Let χ̃ = (χ1, χ2, χ3) ∈ Ĝ3 and assume that χ̃ ∈M⊥. By Equation (18), χ̃ ◦ σ̃ is

a coboundary for the rotation (Z̃, α̃). Thus the function

(z, t) 7→
3∏

i=1

χi
(
σ(ai)(z + ait)

)

is a coboundary for the rotation (z, t) 7→ (z, t+α) on Z×Z. By Proposition 10, for
i = 1, 2, 3 the multiplicative cocycle χi ◦ σ is quasi-affine, meaning that χi belongs
to Γ. Thus M⊥ ⊂ Γ3.

We consider averages of the form Equation (1) for some f1, f2, f3 ∈ L∞(µ).
Assuming that for some j ∈ {1, 2, 3} we have

E(fj | Z ×G1) = 0(26)

we have to prove that these averages converge to 0 in L2(X).
The assumption of Equation (26) means that for all χ ∈ Γ we have

∫
fj(z, g)χ(g) dmG(g) = 0 .(27)

Recall that in our context the system (X3, µ̃, T̃ ) introduced in Section 2.2 is the

extension of the rotation (Z̃, α̃) by the cocycle σ̃ : Z̃ → G3. Thus Proposition 5
applies. Writing (z̃, g̃) for the element

(
(z1, g1), (z2, g2), (z3, g3)

)
of X3, we consider

the function

F (z̃, g̃) =

3∏

i=1

fi(zi, gi)
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as an element of L2(µ̃). Equation (27) implies that for almost all z̃ ∈ Z̃∫
F (z̃, g̃)χ̃(g̃) dmG3(g̃) = 0

for all χ̃ ∈ Γ3 and thus for all χ̃ ∈ M⊥. By Proposition 5 the function F is
orthogonal in L2(µ̃) to the subspace of T̃ -invariant functions. Thus, by Theorem 7
the averages (1) converge to 0 in L2(X).

This means exactly that Z ×G1 is a characteristic factor of X .

Using Theorem 7, the machinery of Mackey groups and an algebraic trick,
Furstenberg and Weiss[5] proved:

Proposition 12. Assume that the ergodic system X is a compact group extension
of its Kronecker factor Z. Then X has a characteristic factor for three linear terms
which is a compact abelian group extension of Z.

Theorem 8 follows immediately by combining this result with Proposition 11.

6. Proof of Theorem 4

Furstenberg and Weiss proved:

Proposition 13. Every ergodic system has a characteristic factor for three linear
terms which is an isometric extension of its Kronecker factor.

Using this result, Theorem 4 follows immediately from the following Theorem,
which we prove in this Section.

Theorem 9. Assume that the ergodic system X is an isometric extension of its
Kronecker factor. Then its maximal quasi-affine factor is characteristic for three
linear terms.

We now consider a system (X,T ) that is an isometric extension of its Kronecker
factor. We prefer to change here usual notations and write (W,β) for the Kronecker
factor of X .

By Lemma 7.2 in Furstenberg and Weiss [5], X can be written as W×L/N where
L is a compact group, N ⊂ L is a closed subgroup, the transformation T : X → X
is given by

T (w, `N) 7→ (w + β, τ(w)`N)(28)

and the cocycle τ : W → L is ergodic. This means that the transformation Tτ :
W × L→W × L given by

Tτ (w, `) = (w + β, τ(w)`)(29)

is ergodic.
Unfortunately, difficulty arises from the fact that the Kronecker factor of W ×L

is not generally equal to the Kronecker factor (W,β) of W×L/N . Let (Z, α) denote
the Kronecker factor of W × L and let p : W × L → Z be the natural projection.
In particular, we have

p(w + β, τ(w)`) = p(w, `) + α .(30)

The factor map W ×L→W ×L/N induces a factor map π : Z →W between the
Kronecker factors of these systems; π is a continuous, onto group homomorphism
and π(α) = β and π(p(w, `)) = `.
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We summarize with the following diagram:

W × L −→ W × L/N
↓ p ↓
Z

π−→ W

This situation was considered by Furstenberg and Weiss in Lemma 7.3, where they
showed that W × L is isomorphic to a group extension Z ×M of Z. We reprove
this result, giving an explicit formulation of the isomorphism.

6.1. Understanding the isomorphism. We consider the cocycle τ ◦ π : Z → L.
In general, it is not ergodic. Let M ⊂ L denote its Mackey group. M is a closed
subgroup of L characterized up to conjugacy (by an inner automorphism of L) by
the conditions:

1. τ ◦ π is cohomologous to a cocycle σ with values in M
2. the M -valued cocycle σ is ergodic.

The first condition means that there exists a measurable mapping φ : Z → L such
that

φ(z + α)−1 τ(π(z))φ(z) = σ(z)(31)

for almost all z ∈ Z. The second condition means that the transformation Tσ :
(z,m) 7→ (z + α, σ(z)m) on Z ×M is ergodic.

By the definition of Tτ , Equation (30) and the cohomology equation (31), the
mapping

(w, `) 7→ `−1φ
(
p(w, `)

)
mod M

from W ×L to L/M is invariant under Tσ . Thus it is equal almost everywhere to a
constant and so there exists `0 ∈ L such that `−1

0 `−1φ(p(w, `)) ∈ M for almost all

(w, `) ∈ W × L. Substituting `0M`−1
0 for M , φ(z)`−1

0 for φ(z) and `0σ(z)`−1
0 for

σ(z), all the preceding properties remain valid. Moreover,

φ
(
p(w, `)

)−1
` ∈M(32)

for almost all (w, `) ∈W × L.

Lemma 6. The maps P : W × L→ Z ×M and P ′ : Z ×M →W × L given by

P (w, `) =
(
p(w, `), φ

(
p(w, `)

)−1
`
)

and

P ′(z,m) =
(
π(z), φ(z)m

)
.

are reciprocal isomorphisms between (W × L, Tτ) and (Z ×M,Tσ).

Proof. It is immediate to check that

Tσ ◦ P = P ◦ Tτ ; Tτ ◦ P ′ = P ′ ◦ Tσ ; P ′ ◦ P = id .

In particular, P is one to one. The image under P of the measure mW ×mL is
a measure on Z ×M , invariant under Tσ , and its projection on Z is m. Since
(Z×M,Tσ) is an ergodic group extension, this measure equals m×mK . The result
follows.



20 BERNARD HOST AND BRYNA KRA

We note that P and P ′ are the isomorphisms constructed in [5].
Right translation of the second coordinate by an element of L is an isomorphism

of W × L. Via the isomorphism P , this induces an isomorphism of Z ×M , which
induces an isomorphism of its Kronecker factor Z, a rotation. Therefore, for each
u ∈ L there exists q(u) ∈ Z such that

p(w, `u) = p(w, `) + q(u)(33)

for almost all (w, `) ∈W × L.

Lemma 7. Let K be the kernel of π : Z → W . Then q is a continuous group
homomorphism from L to K and its kernel is M .

Proof. For all u ∈ L we have π
(
p(w, `)

)
+ π

(
q(u)

)
= π

(
p(w, `u)

)
= w = π

(
p(w, `)

)

and so q(u) ∈ K. Moreover, by construction q : L → K is a continuous group
homomorphism. We now compute its kernel.

The isomorphism P : W × L → Z ×M commutes with right translation of the
second coordinate by elements of M , since the reciprocal isomorphism P ′ obviously
does. Thus, for every m ∈ M , we have p(w, `m) = p(w, `) for almost all (w, `) ∈
W × L. Therefore, M ⊂ ker(q).

Conversely, let u ∈ ker(q). By Equations (32) and (33), for almost all (w, `) ∈
W × L we have modulo M

` = φ
(
p(w, `)

)
= φ

(
p(w, `) + q(u)

)
= φ

(
p(w, `u)

)
= `u

and so u ∈M . Therefore ker(q) = M .

In particular, we have

Corollary 2. M is normal in L and L/M is abelian.

As p : W ×L→ Z is onto, it follows from Equation (32) and the definition (33)
of q that for all u ∈ L,

φ
(
z + q(u)

)
= φ(z)u mod M(34)

for almost all z ∈ Z.
We now show that q(N) = K. If not, there exists a character χ of Z which is

trivial on q(N) but not on K. Let f be the function on W × L given by f(w, `) =
χ
(
p(w, `)

)
. By definition of q, for every n ∈ N we have f(w, `n) = f(w, `), and

f induces a function g on W × L/N . As well, using Equation (30) the function f
satisfies f

(
Tτ (w, `)

)
= χ(α)f(w, `). Thus g

(
T (w, `N)

)
= χ(α)g(w, `N) and χ(α)

is an eigenvalue of W × L/N . Since (W,β) is the Kronecker factor of this system,
there exists a character ψ of W such that ψ(β) = χ(α). We get (χ.ψ ◦ π)(α) = 1.
Since Zα is dense in Z, χ = ψ ◦ π and so χ is trivial on K, a contradiction.

Thus we have K = q(N) ⊂ q(L) ⊂ K, and q(N) = q(L) = K. As ker(q) = M
we get

Lemma 8. L = MN .

6.2. A characteristic factor. Recall that Z ×M is an ergodic compact group
extension of Z, given by the cocyle σ : Z →M , and its Kronecker factor is Z. We
translate the construction of the maximal quasi-affine factor (see Section 4.4) to
this system.

Let M ′ be the commutator subgroup of M . M ′ is a closed normal subgroup of
M and G = M/M ′ is abelian. To keep the notations consistent, we notate this
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group additively. Let σ̌ : Z → G denote the reduction of σ modulo M ′. (Z×G, Tσ̌)
is the maximal compact abelian group factor (Z ×M,Tσ)ab of (Z ×M,Tσ).

Let Γ be the subgroup of Ĝ consisting in characters χ ∈ Ĝ such that the multi-
plicative cocycle χ◦σ̌ is quasi-affine. Γ⊥ is the annihilator of Γ inG andG1 = G/Γ⊥.
The maximal quasi-affine factor of Z×M is Z×G1, with the transformation given
by the cocycle σ1 : Z → G1 obtained by reducing the cocycle σ̌ modulo Γ⊥.

Let Q be the lift in M of the subgroup Γ⊥ of G = M/M ′: Q is a normal subgroup
of M and we can identify the groups G1 = G/Γ⊥ and M1 = M/Q. In particular,
σ1 is the reduction of σ modulo Q.

Lemma 9. For all ` ∈ L and all m ∈M ,

`−1m`m−1 ∈ Q .

Proof. Fix ` ∈ L. For almost all z ∈ Z we have φ(z)−1φ(z + q(`)) = ` mod M
by Equation (34). Thus there exists a measurable mapping g : Z → M such
that φ(z)−1φ(z + q(`)) = g(z)` for almost all z ∈ Z. By Equation (31), since
q(`) ∈ K = ker(π) we get

σ
(
z + q(`)

)
= `−1g(z + α)−1σ(z)g(z)`(35)

for almost all z ∈ Z. We now reduce this equation modulo M ′.
Write ǧ(z) for the reduction of g(z) modulo M ′. Since M ′ is invariant under au-

tomorphisms of L, it is invariant in particular under the automorphismm 7→ `−1m`.
Thus this automorphism induces an automorphism j of G : M/M ′. Equation (35)
gives

σ̌
(
z + q(`)

)
= j
(
−ǧ(z + α) + σ̌(z) + ǧ(z)

)
.

Let χ ∈ Γ, let φ be the character χ ◦ j of G and let ψ = χφ. Then

χ
(
σ̌(z + q(`))

)
= φ

(
ǧ(z + α)

)
φ
(
ǧ(z)

)
φ
(
σ̌(z)

)

χ
(
σ̌(z + q(`))

)
χ
(
σ̌(z)

)
= φ

(
ǧ(z + α)

)
φ
(
ǧ(z)

)
ψ
(
σ̌(z)

)
.(36)

As χ ∈ Γ, by definition the multiplicative cocycle χ ◦ σ̌ is quasi-affine, and by
Proposition 6 the multiplicative cocycle

χ
(
σ̌(z + q(`))

)
χ
(
σ̌(z)

)

is cohomologous to a constant. By equation (36), this multiplicative cocycle is also
cohomologous to ψ

(
σ̌(z)

)
and thus it is cohomologous to a constant. Since Z is

the Kronecker factor of Z ×M , it is also the Kronecker factor of Z ×G. Thus the
cocycle σ̌ is weakly mixing and so ψ = 1. Therefore, φ = χ and χ ◦ j = χ.

This means that for all g ∈ G, χ(j(g) − g) = 1. As this holds for all χ ∈ Γ, we
get that j(g)− g ∈ Γ⊥ for all g ∈ G. Thus `−1m`m−1 ∈ Q for all m ∈ M and the
Lemma is proved.

Corollary 3. Both Q and NQ are normal subgroups of L, and L/NQ is abelian.

Proof. From Lemma 9 and the inclusion Q ⊂ M it follows immediately that Q is
normal in L. The Lemma means that M/Q is in the center of L/Q. As L = MN
we have L/Q = (M/Q)(NQ/Q) and the second statement of the Corollary follows
immediately.
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Let ρ : W → L/NQ be the reduction modulo NQ of the cocycle τ : W → L and
considerW×(L/NQ) with the transformation Tρ. This system is a compact abelian
group extension of the rotation (W,β). The natural projection L/N → L/NQ
induces a map X = W × L/N →W × L/NQ, which is clearly a factor map.

Lemma 10. W × L/NQ is a characteristic factor of X for three linear terms.

Proof. Let L1 = L/Q and let τ1 : W → L/Q be the reduction of τ : W → L modulo
Q. Endowed with the transformation Tτ1 , W × L1 is a factor of W × L.

The factor Z × G1 of Z × M is its maximal quasi-affine factor and thus it
is a characteristic factor for three linear terms by Theorem 8. The isomorphism
P−1 : Z×M →W×L commutes with the right translations of the second coordinate
by elements of M , and so in particular by elements of Q. Thus it induces an
isomorphism of the factor Z × G1 of Z × M to the factor W × L1 of W × L.
Therefore, W × L1 is a characteristic factor of W × L for three terms.

As usual, we write `N for the projection of ` ∈ L on L/N , `Q for the projection
on L/Q and `QN for the projection on L/QN .

Let a1, a2, a3 be three distinct, non-zero integers and let f1, f2, f3 ∈ L∞(X).
Since Q is a normal subgroup of L, the conditional expectation of fi on W ×

L/NQ can be written

f̃i(w, `NQ) =

∫

Q

fi(w, q`N) dmQ(q) .

Let h1, h2, h3 ∈ L∞(W × L) be the functions defined by

hi(w, `) = fi(w, `N) .

The conditional expectation h̃i of hi on the factor W × L1 = W × L/Q of W × L
is:

h̃i(w, `Q) =

∫

Q

hi(w, q`) dmQ(q) =

∫

Q

fi(w, q`N) dmQ(q)

= f̃i(w, `NQ) .

As W × L1 is a characteristic factor for three linear terms of W × L we have

lim
N→∞

1

N

N∑

n=1

( 3∏

i=1

hi ◦ T ain(w, `) −
3∏

i=1

h̃i ◦ T ain(w, `Q)
)

= 0

in L2(W × L). Substituting the values of hi and h̃i we find that

lim
N→∞

1

N

N∑

n=1

( 3∏

i=1

fi ◦ T ain(w, `N)−
3∏

i=1

f̃i ◦ T ain(w, `NQ)
)

= 0

in L2(W ×L/N). This means exactly that W ×L/QN is a characteristic factor for
three linear terms of W × L/N .

We have now assembled the tools to prove Theorem 9:

Proof. (Of Theorem 9.) By Theorem 8, W × L/NQ has a characteristic factor
which is a quasi-affine system. Since W ×L/NQ is a characteristic factor of X for
three linear terms, this quasi-affine system is a characteristic factor of X for three
linear terms, and the result follows.
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7. Convergence for a quasi-affine system

Having found a characteristic factor, it now suffices to prove the convergence
of the averages (1) and Theorem 3 for quasi-affine systems. Thus we return to
quasi-affine systems and compute the Mackey group M introduced in Section 3.5.

Throughout this Section, X = Z × G is a quasi-affine system. Its Kronecker
factor is (Z, α), G is a compact abelian group, and the transformation is associated
to the quasi-affine cocycle σ : Z → G. As noted, σ is a weakly-mixing cocycle.

Let a1, a2, a3 be three non-zero distinct integers. We write

k′1 = a2a3(a2 − a3), k′2 = a3a1(a3 − a1), k′3 = a1a2(a1 − a2) .

Let A = gcd(k′1, k
′
2, k
′
3) be the greatest common divisor of the k′i and let ki = k′i/A

for i = 1, 2, 3. We remark that

3∑

i=1

kiai =

3∑

i=1

kia
2
i = 0 and gcd(k1, k2, k3) = 1 .(37)

We maintain these notations throughout this section.

7.1. Computation of the Mackey group. In a series of lemmas, we prove the
following theorem:

Theorem 10. Assume that the cocycle σ : Z → G is a weakly mixing quasi-affine
cocycle and let M = M(a1, a2, a3) be the Mackey group associated to the cocycle σ̃.
Then

M⊥ = {(χk1 , χk2 , χk3) : χ ∈ Ĝ}

= {χ̃ ∈ Γ3 :

3∏

i=1

χaii =

3∏

i=1

χ
a2
i

i = 1} .

Corollary 4. Assume that the cocycle σ : Z → G is a weakly mixing quasi-affine
cocycle and let M = M(a1, a2, a3) be the Mackey group associated to the cocycle σ̃.
Then

M = {(a1u+ a2
1v, a2u+ a2

2v, a3u+ a2
3v) : u, v ∈ G}

= {(g1, g2, g3) :

3∑

i=1

kigi = 0} .

In particular, for every integer k ≥ 1 we have M(ka1, ka2, ka3) = M(a1, a2, a3).

Proof. This follows immediately from Theorem 10 and the relations (12) and (13)
between M and M⊥.

7.2. The lemmas. Although we omit the hypotheses, we assume throughout this
section that the cocycle σ : Z → G is a weakly mixing quasi-affine cocycle and let
M = M(a1, a2, a3) be the Mackey group associated to the cocycle σ̃.

Lemma 11. If χ̃ ∈M⊥, then

3∏

i=1

χaii =
3∏

i=1

χ
a2
i
i = 1 .
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Proof. Assume that njα→ 0 in Z. Since χ̃ ◦ σ̃ is a coboundary, by Proposition 2

3∏

i=1

χi

(
σ(njai)(zi)

)
→ 1(38)

in L2(Z̃). On the other hand, χi ◦σ is a quasi-affine cocycle for each i. Thus there
exist constants cj,i and characters γj,i(z) so that

cj,iγj,i(z)χi(σ
(nj )(z))→ 1(39)

in L2(Z). By Lemma 2 we get

vj,iγ
ai
j,i(z)χi

(
σ(njai)(z)

)
→ 1(40)

in L2(Z), where

vj,i = caij,iγj,i
(ai(ai − 1)

2
njα

)
.

Thus
3∏

i=1

vj,iγ
ai
j,i(zi)χi

(
σ(njai)(zi)

)
→ 1(41)

in L2(Z̃). Combining Equations (39) and (41), we have

3∏

i=1

vj,iγ
ai
j,i(zi)→ 1

in L2(Z̃). That is
∫

Z

∫

Z

∣∣1−
3∏

i=1

vj,iγj,i(aiz + a2
i t)
∣∣2 dm(z) dm(t)→ 0 .

It follows that for j sufficiently large

3∏

i=1

γaij,i = γ
a2
i
j,i = 1 .

Define

uj =

3∏

i=1

caij,i and u′j =

3∏

i=1

c
a2
i

j,i .

By the convergence in Equation (39), for j sufficiently large,

uj

3∏

i=1

χaii
(
σ(nj)(z)

)
=

3∏

i=1

caij,iγ
ai
j,i(z)χaii σ

(nj)(z)→ 1

and

u′j

3∏

i=1

χ
a2
i

i

(
σ(nj )(z)

)
=

3∏

i=1

c
a2
i

j,iγ
a2
i

j,i(z)χ
a2
i

i σ
(nj)(z)→ 1

in L2(Z). By Proposition 3 the cocycles

( 3∏

i=1

χaii

)
◦ σ and

( 3∏

i=1

χ
a2
i

i

)
◦ σ

are cohomologous to constants. Since σ is weakly mixing, the result follows.
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Lemma 12. Let χ̃ ∈M⊥. Then there exists χ ∈ Ĝ with χi = χki for i = 1, 2, 3.

Proof. By Lemma 11 and the definition of the integers k′i, for every i, j ∈ {1, 2, 3}
we have

χ
k′j
i = χ

k′i
j .

By Lemma 5, Ĝ is torsion free and so

χ
kj
i = χkij .

Let b1, b2, b3 be integers such that
∑3
i=1 biki = 1 and χ =

∏3
i=1 χ

bi
i . Then χi = χki

for i = 1, 2, 3.

Lemma 13. For each χ ∈ Ĝ we have (χk1 , χk2 , χk3) ∈M⊥.

Proof. By the definition of M⊥ and use of Proposition 2, it suffices to show that
for every sequence of integers {nj} such that nj α̃→ 0 in Z̃, we have

3∏

i=1

χki
(
σ(njai)(zi)

)
→ 1(42)

in L2(Z̃). Let a = gcd(a1, a2, a3). The hypothesis means that anjα→ 0 in Z. Since
χ ◦ σ is a quasi-affine cocycle, there exist constants cj of modulus 1 and characters

γj ∈ Ẑ such that

cjγj(z)χ
(
σ(anj)(z)

)
→ 1

in L2(Z). For i = 1, 2, 3, let a′i = ai/a and

vj,i = c
a′j
j γj

(a′i(a′i − 1)

2
anjα

)
.

By Lemma 2, for each i

vj,iγ
a′i
j (z)χ

(
σ(njai)(z)

)
→ 1

in L2(Z). Thus

3∏

i=1

vkij,iγ
kia
′
j

j (zi)χ
ki
(
σ(njai)(zi)

)
→ 1(43)

in L2(Z̃). We recall that
∑

i kiai =
∑

i kia
2
i = 0. It follows immediately that∏

i v
ki
j,i = 1. By definition of Z̃, for every z̃ ∈ Z̃ we have

∑
i kia

′
izi = 0 and

thus
∏
i γ

kia
′
i

j (zi) = 1. Therefore the convergence in equation (43) is exactly the

convergence needed for that in equation (42).

7.3. The limit. As above, X = Z ×G is a quasi-affine system, a1, a2, a3 are non-
zero distinct integers and we maintain the notations of the preceding section.

We study the averages

1

N

N∑

n=1

f1(T a1nx)f2(T a2nx)f3(T a3nx)(1)

where f1, f2, f3 ∈ L∞(X). The convergence in L2(X) of these averages and an
expression of the limit were established in [6]. We use a similar strategy here,
adding in the information gained from the computation of the groups M and M⊥

done in Section 7. This gives a more explicit value of the limit.
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Let M(Z,G) denote the set of maps from Z to G, endowed with the topology
of convergence in probability.

Proposition 14. There exists a continuous map t 7→ ψt(.) from Z to M(Z,G) so
that for all n ∈ Z

ψnα(z) =

3∑

i=1

kiσ
(nai)(z) .

Proof. Given a sequence {nj} of integers such that njα converges in Z, we have to

show that
∑3
i=1 kiσ

(nai)(z) converges in M(Z,G). This condition is equivalent to
showing that for every character χ of G,

χ
( 3∑

i=1

kiσ
(nai)(z)

)
(44)

converges in L2(Z). Let χ ∈ Ĝ.
Since the system X = Z × G is quasi-affine, the multiplicative cocycle χ ◦ σ is

quasi-affine. By Lemma 3 there exists a sequence {cj} in S1 and a sequence {γj}
in Ẑ such that cjγj(z)χ

(
σ(nj )(z)

)
converges in L2(Z). By Lemma 2, for i = 1, 2, 3

the sequence

vj,iγ
aj
j (z)χ

(
σainj (z)

)

converges in L2(Z), where

vj,i = caij γj
(aj(aj − 1)

2
njα

)
.

Thus
3∏

i=1

vkij,iγ
kiai(z) χ

( 3∑

i=1

kiσ
(ainj)(z)

)

converges in L2(Z). But by the property (37) of the integers ki,

3∏

i=1

vkij,i = 1 and
3∏

i=1

γkiai(z) = 1

for all z and we have the convergence.

Theorem 11. Let (X,B, µ, T ) be an ergodic measure preserving system and let
f,f2, f3 ∈ L∞(µ). Let b1, b2, b3 be integers such that

∑
i biki = 1. Then the aver-

ages (1) converge in L2(X) to the function

f(z, g) =

∫ 3∏

i=1

fi
(
z + ait, g + aiu+ a2

i v + biψt(z)
)
dmG(u) dmG(v) dm(t) .

Proof. By density, it suffices to prove the result when each function fi is of the
form

fi(z, g) = ωi(z)χi(g)

for ωi ∈ L∞(Z) and χi ∈ Ĝ. We write χ̃ = (χ1, χ2, χ3) ∈ Ĝ3. Using the expression
of M given in Corollary 4, the function f(z, g) in the theorem can be written as

f(z, g) =

∫

Z

3∏

i=1

χi(g)ωi(z + ait)χi
(
biψt(z)

)
dm(t)

∫

M

χ̃(g̃) dmM (g̃) .(45)
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We consider two cases:
1) χ̃ /∈M⊥.
The integral in (45) is clearly equal to 0 and thus the function f given by this

equation equals 0. On the other hand, by the same argument as in the proof of
Proposition 11, the averages (1) converge to 0 in L2(X).

2) χ̃ ∈M⊥.
For every g̃ ∈M we have χ̃(g̃) = 1, Thus the integral in (45) equals 1. Moreover,

by Theorem 10 there exists χ ∈ Ĝ such that χi = χki for i = 1, 2, 3. Since∑
i kibi = 1, Equation (45) can be written

f(z, g) =

∫

Z

χ

(
3∑

i=1

kig

)
3∏

i=1

ωi(z + ait)χ
(
ψt(z)

)
dm(t) .(46)

On the other hand, writing z = (x, g), for every n we have

3∏

i=1

fi(T
ainx) = χ

(
3∑

i=1

kig

)
3∏

i=1

ωi(z + naiα)χ

(
3∑

i=1

σ(nai)(z)

)
.

This is the value at the point t = nα of the mapping

t 7→ χ

(
3∑

i=1

kig

)
3∏

i=1

ωi(z + ait)χ
(
ψt(z)

)
,

a continuous mapping from Z to L2(Z). By unique ergodicity of (Z, α) (see [6]),
the average (1) converges in L2(Z) to the integral of this function with respect to
the variable t, which is exactly the function given by Equation (46).

8. Conclusion

We have now assembled the tools needed to prove Theorem 3.

8.1. The case of quasi-affine systems.

Proposition 15. Theorem 3 holds for quasi-affine systems.

Proof. Let f1, f2, f3, a1, a2, a3 and k be as in the hypothesis of Theorem 3. We
assume that X is a quasi-affine system and maintain the notations of the preceding
section. We apply Theorem 11 twice, first with the data a1, a2, a3 and then with
the data ka1, ka2, ka3.

When ka1, ka2, ka3 are substituted for a1, a2, a3, respectively, the integers k1, k2, k3

(as defined in Section 7) remain unchanged. Thus the integers b1, b2, b3 appearing
in Theorem 11 can be chosen unchanged as well. Let ψt and ψ′t be the mappings
associated to the data a1, a2, a3 and ka1, ka2, ka3 respectively, as in Proposition 14.
By construction, for every integer n we have ψ′nα = ψknα. Thus by continuity and
density, for all t ∈ Z we have ψ′t = ψkt.

Thus the limit corresponding to ka1, ka2, ka3 is equal to
∫ 3∏

i=1

fi
(
z + (kai)t, g + (kai)u+ (kai)

2v + biψkt(z)
)
dmG(u) dmG(v) dm(t)(47)

at the point x = (z, g). By Lemma 5 the mappings u 7→ ku and v 7→ k2v are onto
from G to G. The ergodicity of T k implies that the mapping t 7→ kt is onto from
Z to Z. Thus the integral (47) is equal to the limit corresponding to a1, a2, a3 and
the proof is complete.
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8.2. The general case. Theorem 3 follows immediately from Proposition 15, Def-
inition 1 of characteristic factors and Theorem 4.

Moreover, we have the following explicit formula for the limit of averages (1) on
an arbitrary ergodic system:

Theorem 12. Let (X,B, µ, T ) be a measure preserving system with Kronecker fac-
tor Z, XQA = Z × G its maximal quasi-affine factor, and p : Z → Z × G be the
natural projection. Let a1, a2, a3 be distinct and non-zero integers. There exists a
measurable map (z, t) 7→ ψt(z) from Z ×Z to G so that for all f1, f2, f3 ∈ L∞(X),

lim
N→∞

1

N

N∑

n=1

3∏

i=1

fi(T
ainx) =

∫ 3∏

i=1

E(fi|XQA)(z+aiα, g+aiu+a2
i v+ψt(z)) dudvdt

in L2(X), where (z, g) = p(x).

Appendix: An example of a quasi-affine cocycle.

We give here an example, originally due to Furstenberg and Weiss, of a weakly
mixing quasi-affine cocycle which is not cohomologous to any affine cocycle. The
group Z is Td = Rd/Zd, where d is an even integer. α ∈ Td is chosen so that the

rotation (Td, α) is ergodic.
Let A be a d × d matrix with integer entries so that det(A − A∗) 6= 0. Such a

matrix exists since d is even. We write φ : Rd × Rd → S1 for the function defined
by

∀x, y ∈ Rd, φ(x, y) = exp
(
2πi〈Ax | y〉

)

where 〈. | .〉 is the usual inner product in Rd.
The cubes k+ [0, 1)d, k ∈ Zd, form a partition of Rd. We define a function f on

Rd by

∀k ∈ Zd, ∀x ∈ k + [0, 1)d, f(x) = φ(x, k)(48)

we have

∀x ∈ Rd, ∀k ∈ Zd, f(x+ k) = f(x)φ(x, k) .(49)

Let p : Rd → Td be the natural projection and β ∈ Rd be chosen so that
p(β) = α. For x ∈ Rd, set

h(x) = f(x+ β) f(x) φ(β, x) .

From Equation (49) it follows that h(x+k) = h(x) for all x ∈ Rd and all k ∈ Zd.
Thus there exists a function ρ of modulus 1 on Z such that h = ρ ◦ p, that is

∀x ∈ Rd, f(x+ β)f(x) φ(β, x) = ρ
(
p(x)

)
.(50)

We claim that

Proposition 16. The multiplicative cocycle ρ : Z → S1 is weakly mixing, quasi-
affine and is not cohomologous to any affine cocycle.
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Proof. Let {nj} be a sequence of integers such that njα→ 0 in Z.

From Equation (50) it follows that, for all j and all x ∈ Rd

ρ(nj)
(
p(x)

)
= f(x+ njβ)f(x) φ(njβ, x) φ

(
β,−nj(nj − 1)

2
β
)
.(51)

Since njβ → 0 modulo Zd, there exists a sequence {kj} in Zd and a sequence

{vj} converging to 0 in Rd such that njβ = kj + vj for all j. Using Equation (49),
Equation (51) can be written

ρ(nj)
(
p(x)

)
= f(x+ vj)f(x) φ(vj , x) cjφ(x, kj)φ(kj , x)

= f(x+ vj)f(x) φ(vj , x) cj exp
(
2πi〈(A−A∗)x | kj〉

)

where

cj = φ(vj , kj)φ
(
β,
n(n− 1)

2
β
)
.

Since vj → 0,

φ(x + vj)φ(x) φ(vj , x)→ 1

in L2
(
[0, 1)d

)
. As the matrix A − A∗ has integer entries and kj ∈ Zd, for each j

there exists a character γj of Z = Td with γj
(
p(x)

)
= exp

(
2πi〈(A−A∗)x | kj〉

)
for

all x ∈ Rd. We get

cjγj(z)ρ(nj)(z)→ 1(52)

in L2(Z). Thus ρ is quasi-affine.
Assume now that ρ is cohomologous to some affine cocycle w(z) = cγ(z) with

c ∈ S1 and γ ∈ Ẑ. Let {nj} be a sequence of non zero integers with njα→ 0 in Z,
and kj , vj , γj be as above. We also have

γ

(
−nj(nj − 1)

2
α

)
c−njγ−nj (z)ρ(nj)(z)→ 1(53)

in L2(Z), and, comparing with Equation (52), γj = γ−nj for all j sufficiently large.
For i, j sufficiently large we get γnij = γ

nj
i and, by definition of γi and γj ,

∀u ∈ Rd, exp
(
2πi〈(A−A∗)x | nikj − njki〉

)
= 1 .

As det(A − A∗) 6= 0, it follows that kinj = kjni, thus nivj = njvi. As vj → 0 we
get that for all i sufficiently large we have vi = 0 thus niα = 0, and a contradiction
follows.

In particular, ρ is not cohomologous to any constant. By Lemma 4, it is weakly
mixing.

8.3. Remarks. By the same method we could show that ρm is not cohomologous
to an affine cocycle for any integer m 6= 0.

Instead of the function f defined by Equation (48), we could use any function
satisfying (49). Then the resulting cocycle would be cohomologous to the one we

obtained. We could also choose another lift β of α in Rd, giving rise to the product
of ρ and a character.
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pour mesures diagonales. Bull. Soc. Math. France, 121:315–351, 1993.

[10] D.J. Rudolph. Eigenfunctions of T × S and the Conze-Lesigne algebra. Ergodic Theory and
its Connections with Harmonic Analysis, Eds.:Petersen/Salama, Cambridge University Press,
New York:369–432, 1995.
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