Math 291-1: Midterm 1 Solutions
Northwestern University, Fall 2017

1. Determine whether each of the following statements is true or false. If it is true, explain why;
if it is false, give a counterexample. (A counterexample is a specific example in which the given
claim is indeed false.)
(a) If A and B are 2 x 2 matrices such that rref(A) = rref(B) and A [Z] = [J], then B[3T] = []].
(b) If w, 21,22 € C? and w is a complex linear combination of z1, zs, then w is also a real linear
combination of z;,z. (Recall that the distinction between complex and real linear combinations
comes in the types of scalars we allow as coefficients.)

Solution. (a) This is true. Since A and B have the same reduced row-echelon form, the equations
Ax = 0 and Bx = 0 have the same solutions. Thus since A [T ] = [J], it is also true that B[7] =[],

SO
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o] =2 1] =2 [a] - o
as claimed.
(b) This is false. For an explicit counterexample, take

<[] ] i ]

Then w = iz] + izo, so w is a complex linear combination of z; and zy, but w is not a real linear
combination of z; and z, since for real a, b,

1 b o  |a
“lo 1~ [b
can never equal w. O

2. Suppose vi,vy,v3, vy € R" and that u € R™ can be written as a linear combination of
V1, Ve, V3, v4. Show that u can also be written as a linear combination of

V1 — V3, V2, V2 — V4, V3 — V4.

Proof. Note: This is meant to be similar-in-spirit to the problem on Quiz 2.
Since u is a linear combination of vy, va, vg, vy, there exist c¢1, c2, c3,c4 € R such that

u = C1V] + €2V + C3V3 + C4 V4.

In order to show that u is a linear combination of vi — v3, vo, vy — vy, v — v4, we must show there
exist aq, aq, a3, ay € R such that

u=a;(vy — v3) + agva + az(va — v4) + as(vy — vy).
Define a1, a9, ag, aq to be:
ap=c, ag=c1+cg+c3+cq4, a3 =—C1 —C3 — C4, A4 = C1 + C3.
Then

ai(vi —v3) + agva + az(vy — vya) + as(vs — va)



=c1(vi—v3)+(c1+ea+e3+c)va+ (—c1 —c3 —cq)(ve — va) + (c1 + ¢3)(vy — vy)
=c1vy+ (01 +co+c3+cyg—cp—c3— C4)V2 + (—01 +c1 + 63)V3 + (—Cl —c3+cg+c+ C3)V4
= C1V1 + C2Va + C3V3 + C4Vy

=u

as desired. Hence given u = c1vy + cava 4 c3Vvs + ¢4 vy, U is also expressible as a linear combination
of vi — v3, vo, vy — vy, vy — v4 using the coefficients a1, as, a3, a4 defined above.
Note that the values for a1, as, as, a4 come from rewriting

ai(vy — v3) + aava + az(ve — va) + as(vs — va)

as
a1vi + (a2 + az)va + (—a1 + aq)vs + (—az — as) vy

and comparing these coefficients to those in ¢1vy + covy + c3vs + ¢4v4; in order to satisfy needed
requirements, a1, as, as, a4 should satisfy

a1 =C1, G2 a3z = C2, —a1 + a4 = €3, —A3 — Q4 = C4,
and using this to express a1, a9, as, aq in terms of c¢1, o, c3, ¢4 gives the values used above. ]
3. If n > 2, show that for any a € R and any vi,...,v, € R?, we have
a(vi+---+vy) =avy+ -+ avy,.

The only distributive property you can take for granted is that a(b+ ¢) = ab+ ac for a,b,c € R.

] =[]
vy = and vy =
Y1 Y2
are two vectors in R?. Then for any a € R, we have
x1 ) 1+ 1 a(r1 + z2)
al(vy +ve) =a + =aqa —
e (R ) R e e

. [aazl + CLJ32:| - [aml
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Proof. First suppose

] + [a:cz + ayﬂ =a [xl} +a [m} =avy + avsa.
n Y2

Thus the claimed equality holds for two vectors.
Suppose now that for some n > 2 the claimed equality holds for any n vectors in R?, and take
any n + 1 vectors vi,...,vpq1 € R2. Then

a(vi+ -+ vpp1) = a([vi+ -+ V] + Vvagr) = a(vi 4+ -+ V) +avag

where we use the base case of two vectors. By the induction hypothesis, a(vy + -+ + v,) =
aviy + -+ avy, SO

a(Vvi+ -+ vpy1) =a(vi+ -+ vy) Favyr =avi+ - +avy + avey.

Hence we conclude by induction that the claimed equality holds for any n > 2. O



4. Let A be a 4 x 3 matrix, and let b and ¢ be two vectors in R*. We are told that the system
Ax = b has a unique solution. What can you say about the number of solutions of the system
Ax = ¢? In other words, is it possible for Ax = ¢ to have no solutions? exactly one solution?
infinitely many solutions?

Solution. Note: This was part of Problem 4 on Homework 3, whose solution we reproduce here.
The reduced row-echelon form of [A | b] must look like

[A]Db] —

O~ O O
O D v

O O = O

1
0
0
0

since if there were any free variables the system Ax = b would have infinitely many solutions.
Hence the reduced row-echelon form of [A | ¢] looks like

100 | ?
010 | ?
[A‘c]_’001\?’
000 | ?

where now we are no longer guaranteed that the lower right entry must be zero—this depends on
what ¢ was to begin with. Hence Ax = ¢ will have either no solutions or exactly one, depending
on what this lower right entry in the reduced form is. O

5. Consider the system of linear equations with augmented matrix:

12 1 5 -1 3
-1 -2 0 -3 1 =2
-2 -4 -1 -8 2 =5
Show that there exist three linearly independent vectors v, va, v3 € R5 with the property that any
solution x € R® of this system can be written as
-2
1
x=|—=1| +c1v1 +covy + c3Vvy
1
1

for some c¢1, ¢, c3 € R. (Be sure to explain why the vectors you find are indeed linearly independent!)

Proof. The given augmented matrix describes the linear system with matrix equation

1 2 1 5 -1 3
-1 -2 0 -3 1 x= -2
-2 -4 -1 -8 2 -5
Since
-2
1 2 1 5 -1 1 3
-1 -2 0 -3 1 -1 = [-2
-2 —4 -1 -8 2 1 -5
1



is true, the vector

is one particular solution to the given equation. By the result we derived describing the solutions
of Ax = b in terms of those of Ax = 0, we know that any solution x of the given equation can thus
be written as

-2
1
x = |—1| +y, where y satisfies Ay = 0.
1
1
To solve the equation Ay = 0 we row reduce:
1 2 1 5 =10 1 215 -1 0] 1203 -1 0
-1 -2 0 -3 1 O0/l—=(0O012 O Ol—=1]00 12 0 O
-2 -4 -1 -8 2 0 0000 0 O] 0000 0 O
Considering x2, x4, and z5 to be free variables, we get that any solution y is of the form
—2x9 — 324 + T5 —2 [—3 1
T9 1 0 0
y = —2x4 =z | 0 [ 4+x4 |2 4+x5 |0,
Ty 0 1 0
xT5 0 L 0 1
so any solution can be written as a linear combination of
-2 -3 1
1 0 0
vi=|0|, vo=|=-2|, v3=]0
0 1 0
0 0 1
These are linearly independent since if a1, as,as € R satisfy a;vy 4+ agve + agvs = 0, we must have
—2a1 — 3as + as 0
al 0
—2&2 = {0 5
a9 0
as 0

so a1 = as = a3 = 0. Thus the vi, Ve, vy are three linearly independent vectors in R® with the
property that any solution x of the original linear system can be written as

-2
1
x=|—1| +c1v1 +covy + c3Vv3
1
1
for some c1, co,c3 € R as required. O



